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A B S T R A C T: 
The study presents a method to carry out a new equation for the seepage rate of homogeneous earth fill dam with clay core using 

various geometry conditions. For this purpose the Slide 6.0 software has been used. The proposed program runs for (85) different 

geometrical cases of dam body to determine the seepage rate. The aim of the study is to examine the capabilities of slide 6.0 

software in computing the rate of seepage and to find the impact of different structure geometry (e.g., upstream horizontal blanket 

length and thickness and, cutoff depth) on the reduction of the rate of seepage through the proposed earth dam. 

Dimensional analysis is conducted using Buckingham π theorem to find the dependent and non-dependent variables. Artificial 

Neural Network (ANN) model is developed that relates the output variables with the input variables which govern the rate of the 

seepage through homogenous earth dam with clay core. The results are analyzed using SPSS software.  

Three different heights of the dam, three different lengths of the upstream blanket with four different thickness of the blanket and 

four different cutoff depths with different conditions were used in this study and the results showed that the rate of the seepage 

decreased as the upstream blanket length, the cutoff depth and the thickness of the blanket are increased. Also, the impact of the 

upstream blanket length is greater than the cutoff depth and then the thickness of the blanket in decreasing the rate of seepage. 

While, the rate of the seepage were increased as the top width of the dam were decreased. 

The seepage rate obtained by the Slide 6.0 program was compared with its quantity calculated from an empirical equation 

developed in this study. This relation has a determination coefficient of (R
2
 = 0.8842).  
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1.INTRODUCTION  

 

The seepage rate can be decreased by using 

materials with low hydraulic conductivity such as 

clay, setting cutoffs, and increase the length of the 

upstream blanket those can cause to increase the 

seepage path (Fattah et al., 2014). Most of the dam 

failure is due to seepage through earth dam, for 

this reason, it should be controlled to eliminate 

those effects by using sheet pile, upstream 

horizontal blanket, cutoff trench (Aboelela, 2016). 

 

 

 

 

 

The seepage of flow through earth dams was 

studied numerically. Zomorodian and 

Abodollahzadeh, (2010) used SEEP/W software to 

investigate the effect of horizontal drains on 

upstream slope of earth fill dams during rapid 

drawdown conditions. Olonade et al., (2013) have 

employed to study seepage through Oba dam using finite 

element method. Hasani et al., (2013) reported seepage 

analysis in Ilam earth fill dam that was done using SEEP/W 

software. Jamel, (2016) used Casagrandi and 

Dupuits assumptions to estimate seepage through 

homogeneous earth dam without a filter. Çalamak 

et al.,(2016) investigated the suitability and the 

effectiveness of blanket and chimney drains in 

earth fill dams for various properties of the 
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drainage system. (Irzooki, 2016) was used 

SEEP/W code to run on homogenous earth dam 

models with horizontal toe drain, a new equation 

was found for computing the quantity of seepage. 

Omofunmi et al., (2017) reviewed on effects and 

control of seepage through earth-fill dams.  

In this study, the Slide 6.0 program was used with 

the helpful of dimensional analysis method and 

the statistics software program SPSS, for 

evaluating seepage rate through homogenous earth 

dams with clay core for different dam geometries 

and conditions to find out their impacts on the 

seepage rate. Artificial Neural Network (ANN) 

model was used to predict the rate of seepage 

through earth dams for different geometries and 

conditions. 

 

2. MATERIALS AND METHODS 

In this study, a dimensional analysis using 

Buckingham π theorem was applied to predict an 

empirical equation for determining the seepage 

quantity through the proposed homogenous earth 

dam with clay core as shown in Figure 1.  

 

 

 
 
Figure 1: General section of homogenous earth dam with 

clay core. 

The variables that might have an impact on the 

seepage rate are: 

Q: rate of the seepage (L
3
/T), 

L: upstream length of the blanket (L), 

P: cutoff depth (L), 

H:  dam height (L),  

h: reservoir height (L),  

t: blanket thickness (L), 

B: top width (L), which was taken as a function of 

the height of the dam. 

ρ: density of water (M/L
3
), and 

g: gravity acceleration(L/T
2
). 

 

B=5/3 H
0.5

 …………………………….... (1)  

Q =f (L, P, t, B, h, H, ρ, g)…………..….. (2) 

Using π theorem, the following dimensionless 

terms were carried out from equation (2) 

 
 

        
   

 

 
 
 

 
 
 

 
 
 

 
  …………… (3) 

An empirical equation of calculating the rate of 

seepage through earth dam with clay core was 

obtained using the dimensionless parameters of 

equation (3) with the SPSS program. 

    *∑ (      ∑             
    ) 

    

  +……………………………………….. (4) 

Where: 

Yk: is the output, x: is the input variable, n: is the 

number of the input layer, and m: is the hidden 

layer. 

The discharge quantities were computed for (85) 

various geometrical shapes and conditions of the 

dam, with a slope of 1:1 for both u/s and d/s are 

considered. Additionally, the hydraulic 

conductivity of the clay core and the foundation of 

the dam are considered to be 1x10^11, 1x10^7, 

and 7.5 x 10^7 m/s, respectively. The depth of the 

foundation soil (D) was considered to be 60 m. 

3. RESULTS AND DISCUSSION 

Using three  to four different values for each of 

the dimensionless parameters in  equation (3) that 

have impacts on the rate of the seepage, it 

concludes that the total runs applied in the Slide 

6.0 program were 85 tests. These tests were 

repeated for three different dam heights (H) (20, 

25 and 30 m, respectively). With two conditions 

first, the upstream blanket length (L) was 

considered to be constant and secondly, the cutoff 

depth (P) was considered to be constant. 
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The tests of each group were carried out with 

three different lengths of the upstream blanket (L) 

(0, 5 and 10 m), three different top width (B) as a 

function of the heights of the dam (7.45, 8.33 and 

9.129 m) given in equation (1). Four different 

cutoff depths (P) (0, 5.10 and 20 m), and four 

different thickness of the blanket (0, 1, 1.5 and 2 

m) were considered for testing of each group.  

Figure 2-a, demonstrates a case in the slide 6.0 

program, where L=0 m, P=0 m, H=20 m, h=18 m, 

t=0 m and B =7.45 m. Figure 2-b, illustrates the  

seepage rate in m
3
/s through the Slide.6 program 

for the same case. 

 

For each run in the Slide 6.0 program, the seepage 

rate (Q) was obtained and then the dimensionless 

parameters, given in equation (3), were computed 

and tabulated in a results table. From these results, 

the impact of each variable on the seepage rate 

through homogenous earth dams can be seen as 

the following: 

 

 
 

 

 

3.1 Impact of the upstream blanket length (L). 

 

Figure 3-a and Figure3-b illustrates the variation 

of the dimensionless parameter (Q/         ) with 

the dimensionless parameter (L/H) for some 

testing cases and for the condition where the 

height of the dam (H) and the cutoff depth (P) are  

 

 

 

 

 

 

constants and the upstream length of the blanket 

(L) is variable. From these figures, it can be seen 

that the rate of the seepage is decreased when the 

length of the blanket and the cutoff depth are 

increased if the other affecting parameters are 

constant. Also, the rates of the seepage increased 

as the height of the dam (H) are increased. It’s 

worth to mention that all other cases and 

conditions were given the same results. 
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3.2 Impact of the cutoff depth (P) 

 

Figure 4-a and Figure 4-b represents the relation 

between (Q/         ) and (P/H) for some testing 

cases and a condition where the height of the dam 

(H) and the upstream length of the blanket (L) are 

constants and the cutoff depth (P) is variable.  

From these figures it can be seen that, if the other 

affecting parameters are constant the rate of 

seepage will be decreased as the cutoff depths 

increased. As a comparison between the impacts 

of the upstream blanket length (L) and the cutoff 

depth (P).  From the steep slopes of the lines in( 

Figure’s 3-a and 3-b),  it concludes that the impact 

of the upstream blanket length is more significant 

and greater than the impact of the cuttoff depth 

represented by the  flat slopes of the lines in 

(Figures 4-a and 4-b). It’s worth to mention that 

all other cases and conditions were given the same 

results. 

 

 

 
 

3.3 Impact of thickness of the upstream blanket 

(t) 

Figure 5 shows the relation of the dimensionless 

parameter (Q/         ) with the dimensionless 

parameter (t/H) for some testing cases and for the 

conditions where the cutoff depth (P) or the 

upstream blanket depth (L) were constants. The 

figure concludes that the rate of the seepage is 

decreased when the thickness of the blanket (t) is 
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increased if the other affecting parameters are 

constant. But still, the impact of the blanket 

thickness (t) is less than the impact of the 

upstream blanket length as explained in section 

(3.1) It’s worth to mention that all other cases and 

conditions were given the same results. 

 

 
Figure 5: Relation of the parameter (Q/g

1/2 
H

5/2
) 

with the parameter (t/H). 

 

3.4 Impact of the top width (B). 

 Figure 6 shows the relation between the 

dimensionless parameter (Q/         ) with the 

dimensionless parameter (B/h), the figure 

concludes that the rate of seepage increased as the 

top width decreasing. 

 
 

Figure 6: Relation of the parameter (Q/g
1/2 

H
5/2

)    

              with the parameter (B/h). 

 

3.5 Artificial Neural Network (ANN) Model. 

An empirical equation of calculating the rate of 

seepage through earth dam with clay core was 

obtained using the dimensionless parameters of 

equation (3) with the SPSS program as given in 

equation (4). 

The database that has been created by using the 

Slide 6.0 program was employed to create the 

artificial neural network (ANN), model. The input 

variables were the most geometrical dimensions of 

the earth dam that has impacts on the rate of the 

seepage: as the height of the dam (H), the cutoff 

depth (P), the upstream blanket length (L), the 

blanket thickness (t) and the reservoir height (h) 

and the output variable was the rate of 

seepage(Q). 

The base structure of this model was selected as 

(9-12-1) which is the most effective selected data 

set in agreement with results, which means among 

85 data sets, 61% was for training and 17% were 

for testing. By trending the discharge values of 

both ANN and Slide 6.0 data in excel program 

SPSS, a new relation is obtained. Figure 7 shows 

the computed rate of the seepage by ANN and 

Slide 6.0 program. It is observed that the 

coefficient of determination (R
2
) is about 

(0.8842), which is considered good. 

 

 
Figure 7: Rate of the seepage computed by ANN     

                          and Slide 6.0 program. 

 

4. CONCLUSIONS 

 

In the conducted research, the Slide 6.0 

program used to estimate the rate of the 

seepage of homogeneous earth fill dam with 

clay core using various geometry conditions. 

The Slide 6.0 program shows very good 

performance in estimating the rate of the 
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seepage. The result shows that the seepage 

quantity through homogenous earth dams 

decreased with increasing the upstream 

blanket length (L), the cutoff depth (P) and the 

thickness of the blanket (t). Also, the result 

shows that the length of the upstream blanket 

length (L) is the more affecting geometrical 

variable on the seepage rate. The seepage rate 

through the earth dam increased with the 

decreasing of the top width (B) of the dam. 

The comparison between the predicted results 

by (ANN) model and those computed from the 

Slide 6.0 program for the different geometries 

and conditions were very good. 
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A B S T R A C T: 
Groundwater is known as a crucial source of water in the history of human, as it less contaminated, it has more preferable than 

surface water. Analyzing data of pumping test for evaluating aquifer parameters specific yield (Sy), transmissivity (T) and 

storativity (S) are usually using standard procedures like Theis or Jacob method. Boulton was the first to present the delayed 

response concept of unconfined aquifers under pumping conditions. Then Neuman used a different method than Boulton to 

develop an analytical model for a fully penetrating well in unconfined aquifers. The Neuman's model is depended on physical 

parameters which are well defined in aquifer system that is the main difference comparing to Boulton model. The main objective 

of this research on understanding water table aquifers in the Xabat area is to analyze the two main Boulton and Neuman methods 

by using aquifer test pro 2016 software and to see which of them are most appropriate for this area, which is the main reason for 

applying and comparing the two methods. The results of the layer property (specific yield, transmissivity, and storativity) are 

similar depending on the user and the availability of the methods, as well as the future development of the program analysis. 
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1.INTRODUCTION : 

 

Groundwater hydrologists for their quantitative 

studies usually conduct pumping test and analyze 

data to get aquifer parameters. Analyzing data of 

pumping test for an unconfined aquifer is known 

to be a marginally complex due to the curve of 

transient drawdown, which displays three 

segments in the response to the pumping. At the 

beginning of the pumping time and during the first 

segment, the storage water is released 

immediately.  

 

 

 

 

 

 

 

The vertical gradient close to water table 

produces porous matrix drainage throughout 

second segment, as a result, rate of hydraulic head 

would drop and then slowing down and it might 

lead to stop after an amount of time. Lastly, when 

the flow is fundamentally horizontal, nearly all of 

pumping is provided by the specific yield, Sy, in 

the last segment. Parameters of aquifer could be 

estimated at a specific site through a pumping test, 

after collecting data different method could be 

used to analyze these data for example Jacob or 

Theis. The simple graphical method to estimate 

storativity and transmissivity of the aquifer which 

is based on Theis's formula is proposed by 

Chenini et al., (2008). In confined aquifers, 

standard methods have been used to analyze 

pumping test data. The expectations in Jacob or 

Theis methods were resulting to meet the most 
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cases in confined aquifers. While, generally these 

methods are not suited for unconfined aquifers 

and the reason might back to two points: first is 

phenomenon of delayed yield, the second is 

drawdowns being that occasionally bigger to the 

aquifer's primary saturated thickness. Boulton 

(1954 and 1963) through introducing delayed 

yield's concept, he established an analytical 

solution for the unconfined aquifer flow equation. 

Depend on Boulton method by using graphical 

procedures Prickett (1965) introduced systematic 

approach to determine hydraulic parameter. 

Cooley and Case (1973) point to the Boulton’s 

equation that defined a flow system with a rigid 

phreatic aquitard on top of the main aquifer which 

the effect of the unsaturated zone above the 

phreatic surface was neglected. A solution is 

developed by Neuman (1972, 1974) to consider 

elastic storage affection and aquifer's anisotropy 

on the behavior of drawdown. Another 

development of procedure graphical type curve 

match was showed by Neuman (1975) for 

determination unconfined aquifer's parameters. A 

combination of two models Boulton and Neuman 

for flow directed to well in an unconfined aquifer 

was documented by Moench (1995).   

There are many articles provided to demonstrate 

the flow through the water table aquifers, for 

instance Grimestad (2002) found that a part of the 

water pumped from aquifers had been obtained 

from other sources. Zhan and Zlotnik (2002) 

addressed how a solution can be found for flow to 

a horizontal or slanted well in an unconfined 

aquifer. Hunt (2006) used a significant aquifer 

parameter instead of an empiric constant in the 

Zhan and Zlotnik (2002) equation to describe the 

flow to a well when a number of overlying 

aquitards exist between the pumped aquifer and 

the free surface. Mishra and Neuman (2011) 

determined saturated and unsaturated flow to a 

well with storage in a compressible unconfined 

aquifer. And also Malama (2011) proposed 

alternative linearization of water table kinematic 

condition (Moench, 2004; Tartakovsky and 

Neuman, 2007; Ni et al., 2015). Until then, there 

is rarely water table (Phreatic) aquifer 

investigation in Kurdistan of Iraq. 

Waterloo Hydrogeological Incorporated used 

computer and developed software for aquifer test, 

then all parameters for pumping test are calculated 

by this software (Hui, 2011).  Also, this software 

can be specially used for processing data, 

analyzing data, obtain graphical parameters, and 

data analyzing of pumping test.    

This software can be used for calculating data, 

display results and then printing results of 

parameters. The Aquifer Test pro-2016 software 

was used to determine aquifer parameters based 

on formula of two models Boulton and Neuman 

through using pumping test data.  

1.1 AREA OF STUDY  

This study was conducted in Kabat/Khabat district 

(Kurdish: Qazay Xabat). It is located in the west 

of Erbil Governorate Iraq. Khabat district includes 

64 villages and three main sub-districts, which are 

Darashekran, Rizgary and Kewrgosk. 

Geographically, Khabat situated longitude 

(36∘16´20.48 ʺ), latitude (43°40ʹ 23.99ʺ) and 37 

km far from Erbil city. The elevation of this 

location varies between (200 to 400 m) above sea 

level as shown in Figure 1.  

The pumping test exercise was carried out on a 

single well within the Kabat area, with a constant 

discharge of 267 Gpm (1730.2 m
3
/day). The 

pumping well is 250 m depth. The aquifer 

saturation thickness is 214 m and the original 

static water level is 36 m and other data presented 

in Table 1. 

 

2. METHODOLOGY  

2.1 Boulton (1963) Type-curve Method 

Boulton (1963) supposed that derived water 

volume from storage in unconfined aquifer 

contain 2 modules. The first component the 

amount of water release instantly from storage at 

this situation aquifer acting like confined. The last 

factor is the amount of water release as delayed 

yield. In unconfined aquifers the formula is 

written basically with 2 components (Batu, 1998). 

The assumptions are given below (Boulton, 1954): 

1. The aquifer is homogeneous and anisotropic, 

infinitely lateral and underlined by an 

impermeable horizontal bed. 

2. Well completely penetrates the aquifer and is 

unlined. 

3. The specific yield (Sy) is constant. 

4. The flow in the aquifer obeys Darcy’s law. 

5. The water table is initially horizontal. 

6. The well is pumped from the moment t=0 at a 

steady pace. 

7. The contribution to the flow by water and 

aquifer compression may be neglected, except 

during the very early period of pumping. 
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8. The drawdown of the water table is small 

compared with the saturated thickness of the 

aquifer. 

The general solution of that equation is complex 

which symbolically, and in analogy to the Theis 

equation, may be written as: 

 

 

  
 

   
                                 (1) 

α = 
 

     
                                             (2)  

 

 
  √(

    

 
),        αt = (

 

 
)   

 

    
 

Equation (1) defines the first section of the time 

drawdown curve under early stages and is 

converted to:  

  
 

   
                                           (3) 

Where 

UA=
   

   
 , [unit less] 

 

Equation (1) discusses the third section of the 

time-drawdown curve under late-time criteria and 

decreases it to:  

 

  
 

   
                                             (4) 

Where 

UB=
    

   
 , [unit less] 

 

Boulton provided W (UAB, r / D) values for the 

practical UA, UB, and r / D ranges. Parameters of 

W (UAB, r / D) were graphed on logarithmic paper 

against values of l/Uu and 1/UB and two types of 

curves were built. The type curves on the left side 

of the r/D values are called "Type A curves." 

Early time-drawdown information is analyzed 

using them. The type curves on the right side of 

the r/D values are called "Type B curves" and are 

used to evaluate delayed time-drawdown 

information. 

2.2 Neuman (1975) solution 

Neuman (1972, 1974, 1975, and 1987) 

documented water table aquifer solution and 

consist of two main parts: the first part related to 

the time when pumping just started, the second 

part is for time after pumping. This solution 

occurs when water flows below gravity drainage 

(Fetter, 2001). Depending on these assumptions of 

(Batu, 1998) this method increases to: 

1. The (Q) pumping rate is constant for well.  

2.  Well's diameter significantly small, and the 

well fully penetrates the aquifer thickness. 

3. The aquifer stays saturated at all periods, and 

the law of Darcy applies. 

4. The unconfined aquifer is lateral infinite and 

sits on a horizontal layer that is impermeable. 

5. The aquifer is homogeneous but anisotropic and 

its main hydraulic material. 

6. Water expansion and gravity drainage water is 

removed from free surface storage by compaction 

of the aquifer. 

7. The well can be handled as a sink in the row, 

meaning that the face of the sink is ignored. 

8. It is possible to neglect the capillarity impacts 

above the water table. This implies that water is 

released from the unsaturated zone immediately. 

9. The water table drawdown is low compared to 

the aquifer's saturated thickness. 

Conductivity is parallel to the axes of the 

coordinates. The suggested water table aquifer 

equation is the well-functioning W (UA, UB, /) for 

three distinct stages and the equation drawdown: 

 

  
 

   
                                           (5) 

Initial period: This acts as an elastic storage and is 

equal to the value u: 

 

uA =  
    

   
                                  (6) 

Time of transition: This operates as an aquifer 

known as Leaky by:  

 

Γ= 
  

  

  

  
                                   (7) 

Late time: this acts as drainage of gravity:  

uB =  
     

   
                                (8) 

 

In the early stages, water is removed from elastic 

storage (S) when drawdown follows a matching 

Theis type curve, and then a flat curve and a gap 

in the derivative changes. A second Theis curve 

corresponds to the water released from the 

drainage of the unsaturated zone (Sy) for the 

subsequent moment as shown in Figure 2. 
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2.3 Applying of Boulton and Neuman solution 

throughout Aquifer test program 

Aquifer test software package known as a simple 

to use for visualizing pumping test, data analysis, 

and interpreting. It has been designed for hydro-

geologists. This test is provided nearly all 

essential tools to get accurate results and interpret 

data under different conditions, types of test, and 

aquifer types.   

Boulton and Neuman have created a technique 

that can be helpful in determining water table 

(Phreatic) aquifers ' elastic storage coefficient (S), 

transmissivity (T), specific yield (Sy), and 

horizontal and vertical hydraulic conductivity. 

This solution involves matching drawdown 

information gathered during the pumping test. 

3. Result and discussion  

Formula of Neuman well contains unconfined 

aquifer or aquifer's basement. The aquifer is 

constant gravity specific yield, homogeneous, and 

anisotropic. The formula of Boulton well needs 

the weathered aquifer to be isotropic and 

homogeneous. The pumping test results data 

analyzed by Neuman and Boulton methods that 

are showed in Fig. 3 and Fig. 4. The result of 

specific yield (Sy), Storage Coefficient (S) and 

transmissivity (T) are in Table 2. Both Neuman 

(1975) and Boulton (1963) solutions are applied 

for analyzing pumping test data of unconfined 

aquifer, as it is in Xabat area, and the solution 

required to monitoring drawdown form 

observation well, since, the test was conducted on 

the pumped well (single well test), may cause to 

get unreliable values of the particular yield, which 

is out of the range of (0.01 to 0.3). 

The solution gives the transmissivity values of 

(213 m
2
/day) by Boulton method and (236 

m
2
/day) by Neuman method which can be 

classified according to (Table 3) from high to 

intermediate. 

 

4. Conclusion 

Pumping test data from Xabat area was evaluated 

by Boulton and Neuman methods. Neuman and 

Boulton methods gave values of transmissivities 

and specific yield that are relatively close to each 

other. The delayed water table response process in 

homogeneous anisotropic unconfined aquifer can 

be simulated by using constant values of specific 

storage S, and specific yield Sy. The delay process 

mathematical model is found without using 

unsaturated flow theory, simply through treating 

the unconfined aquifer as a compressible stem and 

the phreatic surface as a moving material 

boundary. Boulton's integral transformation as 

used as a free-surface condition in three-

dimensional, axisymmetric boundary value 

problems for water table aquifer flow.  

The development of Boulton equation lead to 

analyze Neuman equation, the major different is 

the application program and the software has the 

major impact of giving different results, however 

another reason forgetting different value of 

parameters is the location and the equipment 

measure at the site. And the hydrogeological 

formation of the area has another impact, and the 

main point of the thickness of the aquifer 

application is always suitable for unconfined 

aquifers of high thickness. There are many 

difficulties with a water table of a few meters 

thickness, so Neuman's program recommended for 

northern Iraq, since most of unconfined aquifers 

and reservoirs of high thickness, in fact, Neuman 

carried out and developed an analysis based on 

Boulton's principle of unconfined aquifer analysis.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Ismail1.S and  Mawlood.D/ZJPAS: 2020, 32 (2): 7-14 
 11 

 

ZANCO Journal of Pure and Applied Sciences 2020 

 

    

   

  

 

Table 1 Pumping test data results obtained from Ministry of Agriculture and Water Resource/ 

Directorate of Erbil Groundwater. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 Results of both Neuman and Boulton solution 

Aquifer parameter Neuman Boulton 

Transmissivity (T)  (m
2
/day) 2.36x10

2 
2.13x10

2
 

Storativity (S) 2.67x10
-5 

2.93x10
-5 

specific yield (Sy) 2.67x10
-3 

2.93x10
-3

 

Kv/Kh 1x10
-2

 1x10
-2 

Name of abstraction well: well no.(55) in Mamsinjy city 

Place of well: Qazay Xabat Date of test: 27/8/2017 

Well depth: 250 m Length of pipe test: 120 m 

Static water level: 36 m Radius of pipe test: 3 in 

Dynamic water level: 45 m Type of test equipment: 22-SP46   4 in 

Discharge: 267 (g/min), 1.2015 (m
3
/min) Inside raduis of pipes: 8 in 

Time 

(min) 

Depth to 

water level 

(m) 

Drawdown 

(m) 

Time 

(min) 

Depth to 

water level 

(m) 

Drawdown 

(m) 

0 36 0 9 44.9 8.9 

0.5 38 2 10 45 9 

1 40 4 15 45 9 

1.5 42 6 20 45 9 

2 44 8 25 45 9 

3 44.2 8.2 30 45 9 

4 44.4 8.4 40 45 9 

5 44.6 8.6 50 45 9 

6 44.7 8.7 60 45 9 

7 44.8 8.8 80 45 9 

8 44.9 8.9 100 45 9 



Ismail1.S and  Mawlood.D/ZJPAS: 2020, 32 (2): 7-14 
12 

 

ZANCO Journal of Pure and Applied Sciences 2020 

   
 

 
 

 

Table 3 Classification of Transmissivity value according to (Krásný, 1993). 

Coefficient of 

Transmissivity (m²/day) 

Classification of 

Transmissivity magnitude 

Designation of 

Transmissivity 

magnitude 

˃1000 I Very high 

100 to 1 000 II High 

10 to 100 III Intermediate 

1 to 10 V Low 

0.1 to 1 IV Very low 

˂0.1 VI Imperceptible 

 

 

 

 

 

Figure 1 Satellite image of Khabat Sub-district from Google earth. 
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Figure 4 Boulton’s solution by aquifer test program 

 

 

Figure 2 Type curves of drawdown versus time illustrating the effect of delayed yield 

for pumping tests in unconfined aquifers. 

Figure 3 Neuman's solution by aquifer test program 
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Notation: 

s: Drawdown, [L] 

Q: Flow rate, [L
3
 /T] 

T: Aquifer Transmissivity, [L
2
 / T] 

W (UAB, r/D) = Boulton’s well-function [unit less] 

α is Boulton delay index curve. 

S: Storativity, [unit less] 

T: Time, [T] 

Sy: Specific yield [unit less]. 

W (uA, uB, Γ): is Neuman well function. 

Γ: Neuman parameter of type curve [unit less]. 

r:  radial distance from pumping well, [L]. 

b:  is the initial saturated thickness of aquifer, [L]. 

Kh: Horizontal hydraulic conductivity, [L / T]. 

Kv: Vertical hydraulic conductivity, [L / T]. 
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A B S T R A C T: 
     The thioester compound of 2-benzoylthiobenzimidazole was prepared by S-acylation of 2-mercaptobenzimidazole with 

benzoyl chloride and reactions of divalent Ni, Pd, and Pt salts with one equivalent of thioester compound a new complexes were 

isolated in a high percentage. A tetradentate thioester compound and a bivalent metal complexes were identified by CHNS 

analysis, IR, magnetic susceptibility, molar conductivity, UV-Vis, and 
1
H, 

13
C NMR spectroscopies. The anti-bacterial activity of 

the thioester compound and the bivalent metal complexes were studied using disk diffusion test method against the bacterial 

species, Staphylococcus aureus, and Pseudomonas aeruginosa. The divalent metal complexes demonstrated a greater activities 

compared to thioester compound a lone. Structural analysis showed that 2-benzoylthiobenzimidazole L behaves as a neutral four 

coordination modes compound and bonds to the bivalent metals cation through two nitrogen, sulfur and oxygen atoms. Our study 

informed the formation of four-coordinate square planar complexes structure around divalent metal salts of Ni, Pd, and Pt. 
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INTRODUCTION : 

 

Transition coordination compounds were 

analyzed and get more significant in coordination 

chemistry for a numerous analyst around the 

world since of their molecular structure bind 

together by the interactions in a single structure, 

such as acid to base interaction, metal to ligand 

and ligand to metal charge transfer (Steed and 

Atwood, 2000; Sauvage, 1999).  

 

 

 

 

 

 

 

 

Inorganic compounds and coordination chemistry 

have been comprehensively used in catalysts, drug 

chemistry and biochemical application (Gupta and 

Sutar, 2008). Derivatives of 2-benzimidazolethiol 

are a significant part of heterocyclic chemistry as 

a result of their extensive play in biochemical and 

pharmaceutical studies such as antibacterial 

(Mavrova et al., 2010), antimicrobial (Gurrala et 

al., 2011) antitubercular (Gupta and Pancholi, 

2011), antifungal (Huang et al., 2007), antagonist 

and antihistamine (Okamoto et al., 2008). 

Thioester consisting of heterocyclic compound 

one of the most essential organosulfur compounds 

that are the main constituent of biological ester 

and pharmaceutical compounds (Neumann and 

Walsh, 2008; Schwarzer et al., 2011). Thiol 

derivatives reacts with acyl chloride one of the 
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significant method for the preparation of 

heterocyclic thioester compounds (Kazemi and 

Shiri, 2015). The acylation of a sulfur atom of 

heterocyclic thiols (S-acylation) gives a sufficient 

and competitive way to keep SH group in the 

preparation progress (Ko et al., 2006; Goux et al., 

1994). Thioester compounds have been effectively 

used as a raw material for the synthesis of a new 

drug, and cosmetic. Mixed ligand complexes of 

thioester compounds with tertiarydiphosphine 

ligand were also been identified and published 

(Ali et al., 2017). In this study, the newly thioester 

ligand have been currently prepared by the S-

acylation of 2-benzimidazolethiol with benzoyl 

chloride. In this report, a newly three bivalent 

metal complexes of this ligand were investigated, 

and these complexes showed a significant activity 

against the P. aeruginosa and S. aureus bacteria. 

 

1. MATERIALS AND INSTRUMENTATION 

   Anhydrous divalent, palladium and platinum salt and 

2-benzimidazolethiol was achieved and obtained 

from Suzhou Yacoo Science Co. NiCl2.6H2O 

from Sigma Aldrich Company. All solvents were 

brought from Sigma Aldrich. Elemental 

investigation was taken by a EURUEA 300 CHNS 

analyzer. FTIR Shimadzu 8400S 

spectrophotometer was used by using CsI disc and 

KBr discs from 4000-200 cm
-1 

and 4000-400 cm
-1 

respectively.  Burkeir 400 MHz spectrometer was 

used to record 
1
H and 

13
C NMR spectra in CDCl3 

as solvent and TMS as an internal standard. AE-

UV1609 (UK) CO., LTD Shimadzu spectrometer 

was used to measure UV-Vis spectra using a 

chloroform solvent. Magnetic moment of 

synthesized transition compounds was measured 

at 25 °C on Johnson Brukeir Magnet BM6. Digital 

Senz mSiemen conductivity meter was used on 

10
3
M solution to measure conductivity of 

complexes. MPD-200 pixel Melting point, 

apparatus was used to record melting point of 

prepared compounds.  

1.1 2-benzoylthiobenzimidazole  
    A mixture of 2-benzimidazolethiol (9.02g, 0.06 

mol) and potassium carbonate (8.3g, 0.06 mol) 

was added to acetone (125ml) in distilling flask 

(250ml) and then the solution mixture was for 

about 10 min after that added benzoyl chloride 

(8.434g, 0.06mole) by droops and refluxed for 

another 4 hr., left a mixture to cool at room 

temperature and add 100 ml of water, and 

acidified with dilute acetic acid, then isolate 

product and rinse by water several times. Yield: 

11.296 g (74%), m.p.: (197 °C). M.Wt: 254.307 

g/mol. IR spectrum: 3057 (Ar), 1618 (CN), 1712 

(CO), 3151 (N-H), 657 (C-S), 1350 (C-N). UV-

Vis spectrum, λmax, nm: 238.8, 307.8 and 383. 
1
H 

NMR spectrum, δ, ppm: 10.72 s (1H, NH), 7.26-

7.52 t (2H, Ar), 7.42-7.91 d (2H, Ar), 7.69 t (1H, 

Ar).
13

C NMR spectrum, δC, ppm: 169.18 (C=O), 

109.95 (C9, Ph),  112.67 (C10, Ph), 124.02 (C11, 

Ph), 125.11 (C3, Ph), 128.86 (C4, Ph), 130.87 

(C5, Ph),131.04 (C2, Ph), 132.20 (C8, Ph), 132.71 

(C7, Ph), 134.5 (C6, Ph), 169.18 (C1, Ph). 

 

 

1.2 Synthesis of the complexes  

  In general manner, Bivalent metal complexes 

were synthesized by add NiCl2.6H2O, PdCl2 and 

PtCl2 (2.0 mmol) in methanol (20 mL) to the 2-

benzoylthiobenzimidazole ligand (1 mmol) in 

methanol (20 ml). The resulting mixtures were 

refluxed for 4 h., allow the mixtures to evaporate 

at room temperature and purified the product by 

washing three times with diethyl ether.  
[Ni2LCl4].2H2O: yellow green solid, yield 82%, 

mp 166°C, M.Wt: 419.96 g/mol.. IR spectrum: 

3381 (OH), 3163 (NH), 3052 (CH)Ar, 1612 (CN), 

1691(CO), 482 (Ni-O), 582 (Ni-N), 428 (Ni-Cl). 

UV–Vis spectrum, λmax, nm: 254, 310, and 524.  

[Pd2LCl4]: Orange brown solid, yield 73%, mp 

292°C, M.Wt: 609.14 g/mol. IR spectrum: 3162 

(NH), 3056 (CH)Ar, 1616 (CN), 1701(CO), 507 

(Pd-N), 553 (Pd-NH), 451 (Pd-S), 470 (Pd-O), 

343 (Pd-Cl). UV–Vis spectrum, λmax, nm: 248, 

350, and 426.  

[Pt2LCl4]: Brown yellow solid, yield 72%, mp 

>310°C, M.Wt: 786.46 g/mol. IR spectrum: 3159 

(NH), 3059 (CH)Ar, 1608 (CN), 1699 (CO), 514 

(Pd-N), 534 (Pd-NH), 443 (Pd-S), 472 (Pd-O), 

337 (Pd-Cl). UV–Vis spectrum, λmax, nm: 256, 

308, and 435.  

1.3 Bacterial species  

   In the study we used one gram negative 

bacterium and one gram positive bacterium. The 

standard strains of the following microorganism 

were used as test organisms: Pseudomonas 

aeruginosa (ATCC15442) and Staphylococcus 

aureus (MTCC1144). 

2. RESULTS AND DISCUSSION 

    Physical properties and analysis data of 2-

benzoylthiobenzimidazole and bivalent 

https://www.powerthesaurus.org/brought/synonyms
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coordination compounds are collected in the Table 

1. A new 2-benzoylthiobenzimidazole ligand was 

synthesized by the esterification of thiol 2-

mercaptobenzimidazole with benzoyl chloride 1:1 

M ratio in acetone (Scheme 1) (Heralagi, et al., 

2012). A 2-benzoylthiobenzimidazole have four 

donor atoms (O, 2N, S) that capable to the 

formation of binuclear bivalent metal complexes.  

Spectroscopic studies and CHNS analysis data 

showed that the complexes structures are 

[Ni2LCl4].2H2O and [M2LCl4] (where M= Pd(II), 

Pt(II) and L= 2-benzoylthiobenzimidazole ligand). 

An expected complexes structures are comparable 

with data taken by spectroscopic techniques, 

magnetic moment and molar conductivity. The 

conductivity value of bivalent nickel, palladium, 

and platinum complexes in dimethyl sulfoxide 

(DMSO) were 17.3, 12 and   10.6 (mol
-1

.cm
2
.ohm

-

1
) that declares the complexes are nonelectrolyte 

since all chloride atoms is coordinated to bivalent 

metal ions and no chlorine is present outside the 

coordination sphere. A complexes expected 

structure is in the (Scheme 2). 

 

Table 1. Analytical and physical data of the ligand and their complexes 

 

O

S

H
N

N

HCl

N

H
N

SH

O

Cl

benzoyl chloride2-mercaptobenzimidazole

K2CO3/Acetone

4 hrs Reflux

S-1H-benzo[d]imidazol-2-yl benzothioate
              

Scheme 1.   Synthesis of the 2-benzoylthiobenzimidazole ligand. 

 

 

Compound m.p °C µeff, BM Colour 
Analysis found (calculated), % 

 

Ʌm,  

Ω
-1

 mol
-1

 cm
2
 C H N S 

[L] C14H10N2OS 

 

C14H10N2OSNi2Cl4 

 

C14H10N2OSPd2Cl4 

 

C14H10N2OSPt2Cl4 

 

197 

 

166 

 

292 

 

>310 

 

 

0.48 

 

0.34 

 

0.38 

light yellow 

 

yellow green 

 

orange brown 

 

Brown yellow 

66.31 

(66.12) 

40.00 

(39.73) 

27.42 

(27.57) 

22.09 

(21.36) 

3.86 

(3.96) 

3.43 

(3.39) 

1.53 

(1.64) 

1.24 

(1.27) 

11.11 

(11.02) 

6.66 

(6.57) 

4.53 

(4.59) 

3.46 

(3.56) 

12.70 

(12.61) 

7.62 

(7.94) 

5.23 

(5.25) 

4.11 

(4.06) 

4.8 

 

17.3 

 

12 

 

10.6 
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O

S

HN
N

M

Cl

Cl
M

Cl

Cl

M= Ni(II), Pd(II), and Pt(II)  
Scheme 2. The proposed geometrical structure of the complexes. 

 

 

2.1 The IR Spectra 

     Table 2 shows a many bands of 2-

benzoylthiobenzimidazole ligand and its bivalent 

metal complexes. In the IR spectrum of thioester 

ligand the strong absorption peak at 1712 cm
-1

 due 

to the ν(C=O) carbonyl group (Rao, et al., 2013; 

Awaz, 2015). In the Ni(II), Pd(II), and Pt(II) 

complexes, the strong band of  ν(C=O) carbonyl 

groups  shifted to the lower frequency to 1691, 

1701 and 1699 cm
-
 respectively, by complexation 

through carbonyl Oxygen to metal atoms (Uçan, 

2014). The ligand showed a strong band at 1618 

cm
-1

 related to ν(C=N) azomethine group (Hamad, 

et al., 2016), and the strong peaks at 1612, 1616 

and 1608 cm
-1

 attributed to ν(C=N) azomethine 

group in the bivalent Ni, Pd, and Pt complexes 

respectively after complexation through the 

nitrogen of azomethine group (Pessoa, et al., 

1998).  In addition, the new broad peaks at 3350 

cm
-1

 contributed to uncoordinated water 

molecules was appeared in the Ni(II) complex 

with the ligand (Al-Jibori, et al., 2002). Also, The 

bands at 560, 514, and 507 cm
-1  
due to ν (M-N) 

and the bands at 428, 482, and 470 cm
-1

  related to 

ν (M-O)  have been appeared in the Ni, Pd and Pt 

complexes respectively (Amin, et al., 2004; 

Apenysheva, et al., 2006). A new ν (M-S) have 

been observed at 482, 451, and 443 cm
-1 

in the Ni, 

Pd, and Pt complexes respectively (Matin and 

Khojasteh, 2015). Similarly, new ν (M-NH) bands 

at 560, 553, and 534 cm
-1

 have been created in the 

Ni, Pd, and Pt complexes respectively (Khan, et 

al., 2000). In the complexes the bands at 368, 349 

and 343 cm
-1 

belong to metal-halogen (M-Cl) 

coordination (Buttrus, et al., 2003). 

 

Table 2. IR spectral data of the thioester ligand and its complexes. 

Compounds ν (OH) ν (N-

H) 

ν (C=N) ν (C=O) ν (M-NH) ν (M-N) ν (M-

S) 

ν (M-O) ν (M-Cl) 

  [L] C14H10N2OS 

 

 C14H10N2OSNi2Cl4 

 

 C14H10N2OSPd2Cl4 

 

 C14H10N2OSPt2Cl4 

 

 

3350 

3151 

 

3163 

 

3161 

 

3159 

1618 

 

1612 

 

1616 

 

1608 

1712 

 

1691 

 

1701 

 

1699 

 

 

560 

 

553 

 

534 

 

 

560 

 

514 

 

507 

 

 

482 

 

451 

 

443 

 

 

428 

 

482 

 

470 

 

 

368 

 

349 

 

343 
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2.2 The NMR spectra  

     
Figure 1 and 2 displays the 

1
H and 

13
C NMR 

signals of thioester ligand. A 
1
H NMR. Showed 

singlet signal at 10.72 ppm for one proton 

attached to the (N-H) group (Ceylan, et al., 2017).  

The protons of benzene ring connected to the 

carbonyl group appeared at 7.91 ppm (2d, 2H), 

7.52 ppm (t, 2H) and 7.68 ppm (t, 1H). The 

protons of 2-benzimidazolethiol ring showed a (d, 

2H) at 7.42 ppm, (t, 2H) at 7.27 ppm (Kotovskaya, 

et al., 2001). The structure of the thioester ligand 

was evaluated further using 
13

C NMR that 

exhibited signal at 169.18 ppm corresponding to 

the carbon of (C=O) group (Farouq, 2018). The 

ligand also displayed signals at 109.95, 112.67, 

124.02, 125.11, 128.86, 130.87, 131.04, 132.20, 

132.71 and 134.5 ppm. The formation of these 

signals is a good confirmation for the thioester 

ligand formation (Karaoglu, et al., 2009).  

 

 

 

 

 

Figure 1.  
1
H-NMR spectrum of 2-benzoylthiobenzimidazole ligand 

 

Figure 2.  
13

C-NMR spectrum of 2-benzoylthiobenzimidazole ligand 
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2.3 Magnetic and conductivity study 

    Table 1 displays the value of magnetic 

susceptibility that carry out at 25°C. The values of 

magnetic susceptibility are of 0.48, 0.34, and 0.38 

BM for the Ni, Pd, and Pt binuclear metal 

complexes respectively. These values of magnetic 

moment are in agreement with the formation of 

diamagnetic metal complexes (Ferenc, et al., 2018).  

 The conductivity study of the metal complexes 

was measured in DMSO for 10
-3

 M at 25°C. The 

values of molar conductance was 17.3, 12.0, and 

10.6 cm
2
.ohm

-1
.mol

-1
 for Ni, Pd, and Pt complexes 

respectively.
 
The values of electrical conductivity 

indicated that the binuclear metal complexes are 

non-electrolytic since chlorine atoms are 

coordinated to the metal ions and no one outside 

the coordination sphere (Geary, 1971) (Table 1). 

 

 

 

 

 

2.4 UV-Vis study 

    Figure 3 shows the UV-Vis peaks of the 2-

benzoylthiobenzimidazole ligand and it’s their 

binuclear metal complexes which measured in 

CHCl3 in the range 200–800 nm. The carbonyl 

group of the thioester ligand showed a peak at 

238.8, 307.8 nm and imidazole ring nitrogen has 

peaks at 348.8, 383 nm assigned to π to π
*
 (Aziz, et 

al., 2012) and n to π
* 

transition (Buyukuslu, et al., 

2010). The [Ni2LCl4].2H2O complex displays, 

peaks at 19083, 32258, and 39370 cm
-1 

a first one
 

was related to 
1
A1g to

1
A2g   transition and the 

other two peaks were contributed to MLC transfer 

transition (Mihalache, et al., 2018). The [Pd2LCl4] 

complex have bands at 23474, 28571 and 40322 

cm
-1

 which were attributed to 
1
A1g to 

1
B1g, 

1
A1g 

to 1Eg, and charge transfer transition respectively 

(Howlader, et al., 2019). The [Pt2LCl4]  complex 

shows bands at 22988, 32467 and 39062 cm
-1

, the 

first one peak was referred to 
1
A1g→ 

1
B1g and the 

other two peaks which were indicated C.T 

transition (Alsalihi, et al., 2017). 

 

 

 

 
                

                                           Figure3. UV-Vis spectra of ligand (L) and (Ni(II), Pd(II), Pt(II) complexes. 
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2.5 Biological activity 

     The antibacterial properties of ligand 2-

benzoylthiobenzimidazole and it’s their divalent 

metal complexes was measured on two kinds of 

bacteria Pseudomonas aeruginosa and 

Staphylococcus aureus by using an inhibition 

technique according to the literature (De Graaf, et 

al., 2013; Ramezan, et al., 2012). Figure 4 and 

table 3 illustrates the inhibition zone in (mm) 

against bacterial for one day. It is clear from the 

results that the binuclear metal complexes have 

more biological activity than the thioester ligand 

itself under the same condition. The chelation 

theory can answer the enhancement of the 

biological activity of coordination compounds 

(Bermejo, et al., 1999). The ligands increased their 

biological activity and growth their inhibition area 

due to chelation in complexes than free ligand. 

The [Ni2LCl4].2H2O complex has a high activity 

against the two types of bacteria compared to Pd 

and Pt complexes. The results of [Pt2LCl4] 

complex displaced remarkable activity for both  

 

microorganisms. The nickel and platinum 

complexes have high activity against P. 

aeruginosa and S. aureus microorganisms in 

contrast to [Pd2LCl4] complex. 

 

Table 3. Antibacterial activity results of ligand 

and its metal complexes 

 

Compound 

 

                  Growth Inhibition zone 

against Bacteria 

In (mm) 
             

P.aeruginosa 
             S.aureus 

KBr 

Ligand (L) 

[Ni2(L)Cl4].2H2O 

[Pd2(L)Cl4] 

[Pt2(L)Cl4] 

0 

5 

29 

15 

26 

0 

4 

23 

12 

24 

 

 

                              

Figure 4. Antibacterial activity of the ligand and complexes 

 

3. CONCLUSIONS 

    This research has shown the 2-

benzoylthiobenzimidazole that contain imidazole 

group forms binuclear Ni(II), Pd(II) and Pt(II) 

complexes and these complexes were investigated 

by spectroscopic and analytical methods. The 

compound, 2-benzoylthiobenzimidazole was 

acting as tetradentate ligand in the formation of  

 

binuclear metal ion complexes. The magnetic data 

showed that the bivalent metal complexes of 

thioester ligand are diamagnetic. The complexes 

of, 2-benzoylthiobenzimidazole have a good 

activity against microorganism P. aeruginosa and 

S. aureus.  
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A B S T R A C T: 
         Detection of Three Dimension (3D) changes and monitoring urban areas using photogrammetric and remotely sensed data is 

becoming an important research topic for monitoring the city development, disaster assessment, earthquake monitoring, and 

updating geo-database. In practice, identifying 3D changes manually in urban areas, specifically when dealing with a large 

number of buildings is considered to be a very time-consuming task, in such cases, automatic 3D change detection is considered to 

be very cost-effective. This paper presents an algorithm which is based on using pixels differencing to automatically detect 3D 

change of the buildings that occurred in the selected study area (Erbil city) for the periods from 2012 to 2017 by subtracting two 

digital surface models (DSMs) generated from two different datasets that has been captured from two different sensors. The first 

dataset is from stereo aerial imagery captured in (2012) and the second dataset is based on Very High Resolution (VHR) stereo 

satellite imagery captured in (2017). The proposed method is applied to three study areas (Ankawa, Dream city and 32 park) in 

Erbil city. Prior to applying change detection algorithm, the vertical accuracy of the DSMs is checked, through field point 

measurements by Differential GPS (DGPS). 

     The presented work in this article deals with building change detection. The changes that refer to differences in size and shape 

of buildings are considered significant, while changes in other urban objects, such as roads, ground and vegetation, are considered 

insignificant and needs to be removed. Through some post-processing steps that performed to preserve only the real changes and 

eliminate the virtual ones. 

     The outcome of this study revealed that for study area one (Ankawa), 105 out of 157 changed buildings are detected correctly. 

While in the study area two (Dream city) 74 out of 106 changed buildings are detected correctly, and for study area three (32 park) 

the result was more accurate and 28 out of 31 changed buildings are detected correctly. 

 
 

KEY WORDS: DSM, stereo aerial imagery, 3D building change detection, very high-resolution stereo satellite imagery  
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1.INTRODUCTION : 

 

The process of identifying differences in the state 

of an object or phenomenon by observing it at 

different times is known as change detection (CD) 

(Singh, 1989).    

 

 

 

 

 

 

 

The most dynamically changing areas on earth are 

specified to be in urban areas. Detection of urban 

changes is significant for a large number of 

organizations, such as local governments and 

municipalities, for various applications including 

updating maps and managing emergency issues, 

such as earthquakes or floods.  

      Generally, remote sensing data is primary 

sources that is widely used for detecting changes. 

Recently, because of the steady technology 

development of sensors, platforms, and algorithms 
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for 3D data acquisition and generation, the 

decision-makers can quickly identify the changes 

in the area of interest.  

      Monitoring the changes in Earth’s surface 

features is a significant task, therefore, change 

detection techniques are an active topic by 

researchers. Various techniques have been 

developed to accommodate user requirements in 

an attempt to overcome the difficulties that arises 

during the process and provide accurate results for 

change detection (Lu et al., 2004). 

 

     Kurdistan Region of Iraq and particularly Erbil 

city has a significant urban growth since the year 

2000, and the total cultivated land decreases 

annually, because land transformed to relevant 

build-up area due to urban growth Erbil city 

(Ibrahim, 2015). Therefore, automatically 

detecting building changes is a critical need to 

measure the amount of changes rapidly. 

      Different researchers focused only on 2D data 

that extracted from satellite images for change 

detection purposes such as (Im et al., 2008, Sadeq, 

2009, Bouziani et al., 2010, Champion et al., 

2010). However, 2D change detection can extract 

horizontal changes in planimetric direction, 

especially in order to detect the object’s changing 

size in planimetric space  These results are not 

sufficient for  applications where the vertical 

change are required, such as progress monitoring 

for building construction and quantitative 

estimation of landslides volume (Qin et al., 2016). 

     3D change detection is considered to be more 

robust than 2D change detection, because 2D 

change detection strongly affected by illumination 

and atmospheric conditions(Tian, 2013). For 

example, two satellite images are available for the 

locations where no changes have occurred. One is 

from the (early summer) where fields and bare soil 

are visible, while the other is from the (winter) 

that most of the unsealed area is snow-covered. In 

such cases when 2D change detection algorithms 

are adopted by comparing only the spectral 

images, it would lead to large areas of change 

because they share different radiometric resolution 

coming from seasonal differences, which make a 

false positive in change detection process. 

Therefore, height is a very important feature in 

such cases for highlighting the vertical changes. In 

this research the height information is addressed 

in change detection which is extracted from the 

DSMs to determine 3D changes. 

     Various researcher used 3D change detection 

based on using Digital Surface Model that derived 

from Light Detection and Ranging (LiDAR) such 

as (Murakami et al., 1999, Benedek and Szirányi, 

2009, Choi et al., 2009). The 3D change detection 

is considered to be more accurate but has the 

limitation of being more expensive and exhibit a 

low temporal repetition rate. While, in most 

situations, satellite stereo data are usually much 

faster, easier, and less expensive to acquire. 
     Most of the previous studies used only one 

type of the optical sensor to determine 3D changes 

(Krauß et al., 2007, d’Angelo et al., 2008, Tian, 

2013, Tian et al., 2014). In this research work two 

different optical sensors used to determine the 

building changes, one is specified to be derived 

from aerial sensors which provide 0.1 m Ground 

Sample Distance (GSD) resolution and satellite 

sensor which has 0.5 m GSD. The data are 

captured at two epochs (approximately 5 years 

difference). Thus, two different DSMs are 

generated and then subtracted from each other 

using pixel based images differencing algorithm to 

determine building changes. The applied 

techniques in this research can be implemented for 

municipality works such as illegal housing 

detection when building structures are constructed 

in forbidden areas, or during the war when 

government needs a rapid damage assessment of 

the impacted areas. As well as it can be used for 

planning purposes. 

2. METHODOLOGY AND 

MEASUREMENTS   

      2.1 Study area and Dataset    

      A study area of 5× 5 km square that had a 

significant urban development in Erbil city is 

selected. The methodology is examined  in three 

test areas located within that selected area: Area 1 

(ankawa), Area 2 (dream city) and Area 3 (32 

park). The first group of the data set consists of a 

very high resolution stereo satellite imagery of 

world view-02 (WV02) in year (2017). As shown 

in the figure (1) 

     The WV02 satellite was launched by 

DigitalGlobe at 2009, the images consisted of 

eight band multi-spectral images, where a set of 

four new bands (coastal, yellow, red edge and 

NIR2) are added to the usual four bands (red, 
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green, blue, and NIR1) with resolution 2 m and 

one panchromatic band with resolution 0.5m 

(Konstantinidis, 2017).  

      The second group of data set is a very high 

resolution aerial imageries of Erbil city at year 

(2012) with 0.10m GSD resolution were provided 

by the photogrammetric labs of Geomatics 

(surveying) engineering department-college of 

Engineering. The aerial imageries were acquired 

by Ultracam Xp sensor with 100.5mm focal length 

at an altitude of 2195m above MSL, and table-1 

presents the characteristic of used aerial images in 

each case study.   

         Table (1) technical characteristic of the aerial image data used in this research 

   

 

    Figure (1): The location of three test areas on the VHR stereo satellite images   

Test  

areas 

Image 

ID 

Xs Ys Zs OMEGA PHI KAPPA Overlapped 

    Area 

GSD 

Test 

area.1 

10_0521 

10_0522 

409642.0549 

409640.0010 

4009941.9519 

4010422.5094 

2587.7359 

2587.7704 

-0.1444 

-0.0904 

-0.1094 

-0.0819 

-179.7243 

-179.8258 

%60 %30 

 

10cm 

Test 

area.2 

09_0442 

09_0442 

408386.4046 

408385.4408 

 

4007322.6850 

4006840.4430 

2593.9523 

2594.1559 

-0.0100 

0.0223 

0.1988 

 

0.1600 

0.1317 

 

0.1486 

%60 %30 

 

10cm 

Test 

area.3 

08_0390 

08_0391 

407118.1138 

407116.7327 

4006727.4551 

4007214.2485   

2593.3563 

2592.9113 

-0.0564 

-0.0706 

-0.0817 

-0.0859 

-179.8687 

-179.8242 

%60 %30 

 

10cm 
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2.2 Measuring Ground Control Point (GCP) 

      A set of GCPs is measured for the processing 

purpose of the satellite and aerial imagery and for 

the purpose of evaluating the accuracy. The data 

are collected by using Leica-1200 GPS 

instrument, at the beginning one hour observation 

for the base station was carried out via a static 

method. Then the GCPs were observed through 

the GPS post processing kinematic (PPK) 

technique. This technique is used to locate 

positions whereby received signals  from a 

movable location (rover) to the receiving device 

(base) then stores position data that can be 

adjusted by the use of corrections from a reference 

station after the data collection process. During 

the observation, the base station took a 

measurement consciously for seven hours, and the 

required observation for each rover stations is 

approximately three minutes. The GCPs are 

acquired with Universal Transverse Mercator 

(UTM) zone 38N projection and WGS 84 datum, 

later the GPS points are imported to Leica geo-

office software for post processing purpose and 

they are processed based on the nearest 

Continuously Operating Reference Station 

(CORS), which was Iraq Survey Erbil (ISER) as a 

source of GPS corrections the result, relative to 

the base station, was thirty GCPs within 

millimeters accuracy. Based on the study areas 

several GCPs are used as checkpoints to assess the 

accuracy of generated DSMs, figure (2) presented 

location of GCPs with green dots. 

 

 

Figure (2): location of the GCPs presented by green dots 
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2.3 Data Processing and DSM generation  

     In this study the stereo aerial and satellite 

imageries are processed through the use of a full 

featured remote sensing software known as 

ERDAS Imagine. The package includes Leica 

photogrammetry suite (LPS) with all the basic 

photogrammetric tools, it is used to generate DSM 

from worldview-2 stereo pair data and Aerial 

images for all three test areas. The flow charts of 

generating DSM in LPS for both data sets are 

described in figure (3). 

     The first step of generating DSM in LPS starts 

by describe a block file, for the stereo pair satellite 

images which defining the geometric model of the 

image through Rational Polynomial Coefficient 

(RPC) model and the projection. As Worldview-2 

stereo images are provided with RPC within 

Rational Function (RF) sensor model. RPC file 

contains information about the interior and 

exterior orientations. The accompanied files are 

considered to be very useful since it minimizes the 

time for image processing due to not having to 

embark on the interior and exterior orientation 

processes (Sadeq, 2015). Then the block project is 

assigned by the vertical and horizontal coordinates 

with UTM projection and WGS 84 datum zone 

38N. The two stereo images are added to the block 

file. 

     For the aerial images the block file creation 

starts with adding the parameters of the geometric 

model of the camera to define the interior 

orientation. The interior orientation describes the 

internal geometry of the sensor as it was during 

image capture while exterior orientation is the 

sensor position and its orientation, at the time of 

image capturing (Sadeq, 2015). Followed by, 

assigning the coordinate system to the UTM zone 

38N projection and WGS 84 datum to the block 

file, the parameters are defined from the camera 

calibration Report, which is provided by the 

Manufacturer: Vexcel Imaging GmbH, A-8010 

Graz, Austria. Then for each study area, one 

stereo pair which consisted from two aerial 

images are added to the block file. 

      Later, start the tie point generation and bundle 

block adjustment which lead to the completion of 

exterior orientation, all these processes are 

achieved in the LPS software environment. The 

LPS software supports both manual and automatic 

tie points generation. The ground coordinates of 

tie points are not known, but the points are 

visually recognizable within the overlapping areas 

of image pairs. LPS selects a matching point in 

one image, finding its conjugate point in the other 

(stereomate) image, to measure the similarity 

between the image points appearing in the 

overlapped area (Saha, 2014). The Ground 

coordinates for tie points are computed during 

block (or aerial) triangulation, where LPS offers 

the use of different models to optimize the result 

of aerial triangulation, such as bundle block 

adjustment (BBA). The BBA uses the collinearity 

condition as the basis for formulating the 

relationship between image space and ground 

space (Geosystems and Mapping, 2003).  

     A bundled solution is computed including 

exterior orientation parameters of each image in a 

block and the X, Y and Z coordinate of tie points. 
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 1 

Figure (3): flow charts showing the steps of generation DSM (a) for stereo satellite and (b) for Aerial 2 

images 3 

 4 

2.4 DSM generation  

     The DSM is obtained by using classical 

photogrammetric approach in LPS which is done 

by image matching process using least square 

(LS) matching algorithm. It is idea is based on 

minimizing the differences in grey values between 

the reference window and search window in an 

adjustment process where geometric (location, 

size, and shape of the search window) and 

radiometric (pixel gray values) corrections of one 

of matching windows are determined (Schenk, 

1999). Least squares correlation is iterative 

process. The parameters calculated during the 

initial pass are used in the calculation of the 

second pass and so on, until an optimum solution 

is determined. Least square matching technique is 

the most accurate image matching technique, and 

the location of the match can be estimated with an 

accuracy of up to 0.01 pixels(Geosystems and 

Mapping, 2003). 

     Finally, the obtained results from LPS 

processing were six DSMs with 0.30m grid cell 

size, produced from optical stereo aerial and 

stereo satellite images. Later the produced DSMs 

are resampled to 1m grid cell size in order to have 

the same cell resolution with Normalized 

Differenced Vegetation Index (NDVI) mask that 

mentioned in the section 3, because when there is 

a processing between multiple raster datasets, they 

need to be stored with the same cell resolution.  

     Hence, the DSMs from aerial and satellite 

images for three selected study areas have been 

generated and shown in figure (4). 



Abdullah. S. et al.  /ZJPAS: 2020, 32 (2): 24-38 
30 

 

ZANCO Journal of Pure and Applied Sciences 2020 

   
 

 
 

 

 

Figure (4) DSMs have been produced for the three study areas, (a, b and c) represents Arial DSMs -

2012 for test area (1, 2&3) respectively, while satellite DSMs-2017 represented by (d, e and f). 

 

 

3. APPLYING CHANGE DETECTION  

     Pixel-based image differencing algorithm 

determines the magnitude of change per pixel 

between two compared images independently 

without taking into consideration the pixel 

neighborhoods. Pixel-based algorithms are fast 

and easy to implement but suffer from the effect of 

noise, shadows and illumination 

variations(Konstantinidis, 2017). 

     In this study, to perform change detection 

process, an image differencing algorithm by 

MATLAB is used to apply on the generated 

DSMs from date (2012) to the (2017). The flow 

chart of this pixel-based 3D change detection 

algorithm is illustrated in figure (5). 

     The elevation values from the generated DSMs 

are subtracted, pixel by pixel for computing new 

binary change map to determine building heights 

as follow:  

  If      (   )      (   )                    (   )  
  (changed pixel)           (1) 

     

If      (   )      (   )                    (   )  
   (Unchanged pixel)      (2) 

     Where:       is satellite DSM-2017,      is 

Aerial DSM-2012, i and j are line and pixel 

numbers in the DSM images, T is the threshold 

value, BC is the new binary change map 

     The obtained binary change map is given in 

Figure (6) as it shows BC for all test areas. 
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     By subtracting the generated DSMs form each 

other, the differences in the height of the buildings 

or urban features are detected. However, some 

virtual changes that are not belong to the buildings 

have appeared also. These objects are removed 

through three steps. First, thresholding is applied 

as T=2m determines so that height differences less 

than a threshold value T are considered as 

computation errors and removed. afterward, the 

obtained thresholded map is binarized into black 

and white, where black pixel represents 

unchanged area while white pixel represents 

changed area that there changed value is more 

than 2m.   

     From the result, it is noticed that the 

thresholding step succeeds to eliminate most of 

the virtual changes resulting from DSM 

computation errors. Nevertheless, some virtual 

changes do still remain and need to be removed, 

since the main interest of this paper is only on 3D 

building changes so the elimination of the 

vegetation from the 3D change detection scheme 

is essential. Therefore, in the second step, NDVI 

mask is calculated from the near-infrared and 

visible light reflected by vegetation from stereo 

satellite images as it is given in equation (3). Then 

NDVI mask subtracted from the binary change 

map. 

  NDVI = (NIR — VIS) / (NIR + VIS)      (3)  

     Where: NIR and VIS stand for the spectral 

reflectance measurements acquired in the near-

infrared  and visible (red) regions, respectively 

(Herring, 2000). 

     Spurious change in altitude can also be caused 

by other land covers or DSM computation errors. 

Building change extraction results will be affected 

by this type of changes, as they are displayed 

often around the buildings, therefore, more 

adaptive post-processing steps are required to 

keep only the real changes. The final step is 

applying some mathematical morphology 

operations, opening followed by closing. Where 

the mathematical morphology is a non-linear 

process that commonly used in image analysis 

which is based on modifying the geometrical 

shapes within the image, rather than pixel values 

(Sadeq, 2015).  

     Based on the test areas the choice of the 

kernels size for opening and closing operation are 

carefully done to keep most of the real changes 

and remove most of the virtual ones, in order to 

make the real changes more compact and the 

virtual ones thinner. Figure (6) shows a cleaner 

final change map.  
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Figure (5) flowchart of the pixel based 3D change detection approach 
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Figure(6) only image differencing pixel based change detection algorithm applied for all test 

areas presented by (a, b ,c),while after subtracting NDVI mask and applying morphological 

operation final change map presented by (d ,e, f).A cleaner map is obtained. 

 

 

4. RESULTS AND DISCUSSION   

     The change detection results based on the 

pixel-based image differencing algorithm was 

examined on three areas (1, 2 and 3). For selected 

study areas, the building outlines are appeared 

sharp in the aerial DSMs, while they are quite 

smooth in the satellite DSMs and showed fewer 

details than the aerial DSM as it’s shown in Figure 

(4), the reason is the GSD resolution of the aerial 

DSM is (0.1m) which is higher than the satellite 

DSM as its (0.50m), so its effect the quality of 

generated DSMs. Also, a simple difference 

between generated DSMs at different times is not 

sufficiently robust to detect the real changes as it 

is presented by (a, b and c) from figure (6).From 

the change detection result the vegetation growths 

are detected as 3D changes, therefore NDVI mask 

is applied to eliminate the vegetation from the 

change map. It’s seen in figure (7). Also, the 

existed noise coming from sensor variations and 

different resolutions are already eliminated by 

applying some post processing steps in MATLAB 

software and a cleaner change map obtained as 

presented in figure (6-d, e, f).  
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     It can be seen from figure (8-a) that a concrete 

foundation is obviously visible in the center of 

aerial image 2012. While figure (8-b) a new 

building can be recognized in the satellite image 

2017, which was built on the concrete area, so 

there is the possibility that the roof top of a new 

building and the previous concrete floor consist of 

similar material: therefore, they will share similar 

radiometric characteristics and even similar 

texture. In such a cases if only 2D information 

extracted from satellite and aerial images used to 

determine changes, the changes in vertical 

direction are easily overlooked. Thus the height 

information from a DSM plays an important role 

in this domain.  

     For test area two (dream city) from figure (6-

e), there is larger urban growth than the test area 

one, and study area three (32 park), as it’s 

presented in figure (6-f), a smaller area selected in 

order to show building changes clearly. The 

outcome result presented in Table-2 shows a good 

performance for the test area (3) and medium 

performance for the test area (2). The reason is 

that in this test area, with 5 years of time 

difference, some buildings have been 

reconstructed with a similar height at nearly the 

same place as the former buildings. In this case, 

height change is not really helpful. 

 

Figure (7) (a) vegetation location in Aerial image marked by the yellow arrow (b) pixel base change 

map result (c) vegetation removed after subtracting NDVI from the change map  

 

Figure (8) (a) a concrete foundation on Aerial image from (2012), (b) a constructed building on 

satellite image from (2017) .Also (c) represents the correctly detected 3D building changes 

without being overlooked. 

 

 

 

 

 

 

 

 

 

 



Abdullah. S. et al.  /ZJPAS: 2020, 32 (2): 24-38 
 35 

 

ZANCO Journal of Pure and Applied Sciences 2020 

 

    

   

  

 

 

 

Table (2) accuracy assessment of each study area based on pixel based change detection algorithm 

 

4.1 Accuracy assessment  

     The vertical accuracy of the aerial and satellite 

DSMs are checked prior to applying change 

detection it is achieved by comparing the 

computed Z-coordinate values at checkpoints with 

the same points on generated DSMs the root mean 

square error (RMSE) were calculated for each test 

areas. The result for study area (1,2,3) from aerial 

DSM were (0.23 m,0.39 m,0.52 m) respectively, 

and from satellite DSMs were (0.41 m,0.48 

m,0.23 m) respectively. 

      Also, for change detection accuracy 

assessment, quantitative analysis is applied to 

check the success rate by overlay the final change 

map result with the ortho-images generated from 

aerial DSMs and projected satellite images using 

arc map software to compare and analysis the 

result as shown in figure (9) . Moreover, for 

evaluation pixel based change detection result four 

indices are measured: 

1. True detected number (TDN): The changed 

objects number that correctly detected as changed. 

2-True detected rate (TD): The percentage of the 

true detected objects number is given in equation 

(4). 

 TD =TDN/  ×100           (4) 

 3. False detected number (FDN): The unchanged 

objects number that incorrectly detected as 

changed.  

 4. False detected rate (FD): The percentage of the 

false detected objects number is given in equation 

(5). 

  FD = FDN/  ×100        (5) 

     Where    is the total changed objects number. 

The evaluation result for all test areas presented in 

table-2.  

     From the visual inspection of the achieved 

results, it has shown that DSMs generated from 

optical stereo imageries could be reliable sources 

for efficient 3D change detection. However most 

of the changes are correctly detected, some 

wrongly detected building changes appeared 

within the study areas, and they are eliminated 

through the post processing steps. An example of 

false and truly detected change result is illustrated 

in figure (10). 

 

 

Test areas True detected 

number(TDN) 

False detected 

number(FDN) 

Total changed 

object number(  ) 

True 

detected rate 

False 

detected rate 

Test area-1 105 52 157 %67 %33 

Test area-2 74 32 106 %70 %30 

Test area-3 28 3 31 %90 %10 
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Figure (9) (a) satellite image, (b) ortho image generated from Aerial images, (c) binary change 

map layer. All layers are overlaid using arc map software 

 

Figure (10) (a) ortho aerial images-2012,(b) satellite image-2017,(c) truly detected change 

detection result ,(d) ortho Aerial image-2012,(e) satellite imag-2017,(f) false detected change 

area where selected area by yellow arrow on the images(d,e) is unchanged, while its considered 

as changed in (f) 
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5. CONCLUSIONS  

     Height information plays an important role in 

monitoring city development, especially, it is 

helpful for detecting building changes. Most of the 

previous 3D change detection approaches prefer 

LiDAR data, which are more accurate but have 

the drawback of being more expensive and exhibit 

a low temporal repetition rate. While, in most 

situations, satellite stereo data are usually much 

faster, easier, and less expensive to acquire.  

      Height information from DSM is particularly 

crucial for change detection of objects exhibiting 

height values above the ground such as tree or 

buildings, and the quality of the generated DSMs 

will be influenced based on the used datasets. 

However, most of the studies used to determine 

3D changes, are addresses only one type of optical 

sensor used as mentioned in section 1( 

introduction). In this research two different optical 

sensors are used. One is specified to be from an 

aerial optical sensor which provides 0.1 GSD 

resolution and the other is from the satellite sensor 

with 0.50 GSD resolution. The generated DSM 

from aerial images provide more detailed 

information than the DSM from stereo data. 

      In this research, the obtained result for test 

area one (Ankawa) out of 157, the changed 

buildings that are detected correctly were 105. 

While in the test area two (Dream city) 74 out of 

106 changed buildings are detected correctly, and 

for test area three (32 park) the result was more 

accurate and 28 out of 31 changed buildings are 

detected correctly. 

     Finally, it can be concluded that manually 

selecting the threshold value for the change map 

should be carefully done, which affects the results 

in several procedures. Also it is noticed that a 

simple DSM differencing at different times is not 

sufficiently robust to identify the real changes, 

therefore, some post-processing steps are required 

to keep the real changes and eliminate the virtual 

ones caused by the DSM computation error and 

also from different nature of the DSM sources. 
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A B S T R A C T: 
The aim of this paper is to study the free lateral vibration of multi-cracked nanobeams, and consequently finding the 

natural frequencies of the cracked nanobeams using two methods. The model of the beam is Euler-Bernoulli in which shear effect 

has been neglected. Crack is assumed to divide the beam into two segments and these segments are connected to each other by a 

linear spring and a rotational spring. The crack induces more flexibility to the beam and reduces the stiffness of the beam and 

consequently influences the dynamic response and the natural frequencies of the beam. Cases of double-cracked and triple-

cracked nanobeams are studied. It is observed that when the number of the cracks are increased, the natural frequencies will be 

decreased. Nonlocal elasticity theory is exposed to the equation of motion. Nonlocal parameter and number of the cracks affect 

the natural frequencies of the nanobeams. For the case of cantilever, the results are slightly different in contrast to simply 

supported and clamped-clamped cases. It has been shown that some frequency modes remain constant when the crack severity 

increases, because of the location of the crack which is a node for a certain mode of vibration. 
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1. INTRODUCTION 

 

Nano-sized structures are being applied to 

highly sensitive and very fine devices, sensors and 

electromechanical systems. These nanostructures 

could be plates, beams, or other membranes [1, 2]. 

When structure is in nano-dimension, the word of 

size effect will be highlighted and it could not be 

neglected during analysis of the micro- or nano-

sized structures. 

 

 

 

 

 

 

 

 

There are several theories of continuum 

mechanics that have paid attention to the size 

effect. These theories are size dependent such as 

modified couple stress theory (MCST), couple 

stress theory(CST), strain gradient theory, and 

nonlocal elasticity theory that could be used for 

analysis of micro and nanostructures [3-6]. 

Among these continuum theories, nonlocal 

elasticity theory is one of the widely used theories 

[7]. In nonlocal theory the size effect is an 

important factor and it enters the equations for 

analyzing the wave propagation, crack, and 

dislocation problems [8, 9].  

Nonlocal continuum theory has simpler 

calculations in contrast to molecular dynamics and 

discrete atomic simulations. For the first time, 

Peddieson et al. [10] used nonlocal continuum 
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theory in nanotechnology and derived the 

equations of the nonlocal Euler- Bernoulli beam 

for the case of static. Later, Zhang et al.[11] 

extended the derived equations to the dynamic 

problems. Lu et al. [12] has proposed the general 

expression of the shear force and bending moment 

for Euler-Bernoulli beam using nonlocal elasticity. 

Wang [13], Wang et al. [14], and Wang and 

Varadan [15], have obtained equations for 

Timoshenko beam using nonlocal elasticity based 

on the nonlocal bending moment and the local 

shear force, in which the distributed transverse 

force was not considered. Reddy [16] derived 

equations of motion for all kinds of the well-

known beam theories such as Euler-Bernoulli, 

Timoshenko, and Reddy, in order to obtain 

analytical and numerical solutions on static 

deflections, buckling loads, and natural 

frequencies by using   the nonlocal elasticity 

theory relations. 

There are several researchers that have 

used the different continuum theories for linear 

and nonlinear vibration analysis of nanorods and 

nanobeams including several parameter effects 

[17-21].  

Loya et al. [22] proposed two methods to 

analyze free vibration of the nanobeams. They 

obtained the natural frequencies of the single 

cracked Euler nanobeams using nonlocal 

elasticity. Their two proposed methods give the 

same results the first one has longer calculations 

but second one leads to shorter equations to find 

natural frequencies. 

Torabi and Nafar Dastgerdi [23] studied 

the free vibration of cracked Timoshenko 

nanobeams to find the natural frequencies of the 

single-cracked nanobeams using nonlocal 

elasticity. Their results of Timoshenko well 

agreed with the Euler-Bernoulli beam results. 

Roostai and Haghpanahi [24] studied the 

free vibration of multi-cracked nanobeams by a 

different method in which the induced flexibility 

due to the crack, was used instead of crack 

severity in calculations. Loghmani and Yazdi [25] 

studied free lateral vibration of Euler-Bernoulli 

nanobeam with multiple discontinuities. Cracks 

and steps were considered as discontinuities. 

Based on wave approach, vibrations were 

assumed as moving waves along the structure. 

Mahdi Soltanpour and co-worker’s [26] studied 

free transverse vibration analysis of size 

dependent Timoshenko FG cracked nanobeams 

resting on elastic medium. Ebrahimi and 

Mahmoodi [27] studied the thermal loading effect 

on free vibration characteristics of carbon 

nanotubes (CNTs) with multiple cracks. 

Furthermore, a noticeable amount of studies has 

been conducted on the case of forced vibration 

analysis. Akbaş [28] worked on the forced 

vibration responses of functionally graded 

Timoshenko nanobeam using modified couple 

stress theory with damping effect.  

2. THEORY AND FORMULATION  

2.1. Governing equations for the Eringen 

nonlocal elasticity theory 

 

According to the nonlocal elasticity theory [7], the 

nonlocal stress-tensor (   ) at point x in a body is 

not only a function of the strain at the same point 

(local theory), but it is also a function of strains at 

all other points of the structure. As for the case of 

homogenous and isotropic nonlocal elastic solid, 

the general form of equations is written as  

   ( )  ∫ (| ́   |   )   ( )  ( ́)               (1)                                                                                                                                      

The kernel   | ́   | is the nonlocal modulus 

which incorporates into the constitutive relation 

the nonlocal effect of the stress at point x created 

by local strain at the point  ́ . | ́   |is the 

Euclidean distance. The expressions     are the 

components of the classical local stress tensor at 

point x. These components have a relation with 

the local linear strain tensor components     for 

the materials that obey Hook’s law as: 

   ( )      ( )         ( )                 (2) 

  is the ratio between a characteristic internal 

length   and characteristic external   length, and 

  is a constant which depends on the material and 

it has to be obtained experimentally or by 

matching dispersion curves of plane waves with 

those of atomic-lattice dynamics.   is given by 

  
   

 
                    (3)                                                                                                                                                        

The integral form of the relation given by 

Eq. (1) can be represented as a differential form as 

[  (   )
   ]    [  (  )   ]    

  ( )              (4)                                                                                   

 

2.2.  Nonlocal Euler-Bernoulli beam equations 

The displacements for a beam with length L along 

its axial direction and its vertical directions are: 

     (   )    
  

  
        (   )          (5)           
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Where   and   are displacements of the beam 

along the axial and the transvers directions 

respectively and there is not any motion along 

third direction (i.e.     ). Strain in x direction 

(axial) is given as 

    
  

  
   

   

   
            (6)                                                                                                                                                  

Equations of motion for the beam in axial and 

transverse directions where rotary inertia is 

neglected will be  
  

  
  (   )     

   

   
                          (7)                                                                                                                                 

 
  

  
  (   )     

   

   
                                      (8)                                                                                                                        

 

where   is the axial force,   is the horizontal 

distributed force along the axial direction,   is the 

resultant bending moment,   is the vertical 

distributed force,   is the density, and A is the 

cross-sectional area of the beam. Where   is the 

second moment of inertia and   is the shear force. 

Where  ,  ,  , and   are defined as  

  ∫        
         ∫           

  

  ∫        
         ∫     

 
                        (9)                              

According to Reddy [16] and Reddy and Pang [3], 

the nonlocal form of axial force, the bending 

moment and the shear force can be written as: 

 ( )    
  

  
 (   )

 *
 

  
(    

   

   
)  

  

  
 +  

 ( )    
   

   
 (   )

 (   
   

   
   )  

 ( )     
   

   
 (   )

 *
 

  
(    

   

   
)  

  

  
+  

        (10)                                                                                                                                                           

Equations of motion of the nonlocal nanobeam for 

the axial and the lateral displacements according 

to Reddy [16] and Reddy and Pang [3], are 

respectively as  

  
   

   
   (   )

  
  

   
     

   

   
                (11)                                                                                                                    

 

  
   

   
   *

   

   
 (   )

   

   
(
   

   
)+    

(   )
  

  

   
                                                         (12)                                                                       

For the case of free lateral vibration, all of the 

external forces must be zero, so Eq. (12) will be 

changed and used for lateral vibration as  

  
   

   
   *

   

   
 (   )

   

   
(
   

   
)+        (13)                                                                                                       

The well-known separation method will be used to 

solve the above differential equation as 

 (   )   ( ) ( )                                        (14)                                                                                                                                    

Let’s assume    
  

  
  and  ω is the natural 

frequency of non-cracked beam, then substituting 

Eq. (14) in Eq. (13) gives 
   ( )

   
  

 

  [   (   )  
   ( )

   
 ]
                       (15)                                                                                                                   

Using following dimensionless variables and 

constants given by 

  
 

 
          

   

 
                   

     

  
           

 ̅  
 

 
                                          (16)                                                   

Substituting Eq. (16) in Eq. (15) leads to reform 

Eq. (15) to a spatial equation as  

  ̅      (     ̅     ̅)                           (17)                                                                                                                  

Where  ( )  is the derivative with respect to  . We 

assume   ̅       to solve the above differential 

equation and find its roots as 

      (       )                  (18)                                                                                                                                

The roots will be as following 

                                                               

                             (19)                                                                        

The general solution of Eq. (17) by using Eq. (19) 

will be as 

 ̅( )     
         

        
        

    

  ̅( )        (   )        (   )  
     (   )         (   )                              (20)                                            

Where 

        √
√           

 
   

        √
√           

 
        (21)                                                                               

When the lateral dimensionless displacement is 

obtained from Eq. (20), the bending slope, the 

dimensionless bending moment, and the shear 

force can be obtained respectively form Eq. (10) 

as  

 ( )   ̅ ( )       

  ̅( )  
 ( )  

  
  ̅  ( )         ̅( )  

  ̅( )  
 ( )   

  
  ̅   ( )         ̅ ( )        (22)                                                                                                        

Constants   ,   ,    and    in Eq. (20) can be 

determined through the boundary conditions. 

 

2.3. Nonlocal cracked Euler-Bernoulli beam 

equations 

In this case, it is assumed that a beam has one 

open edge crack of length d located at a distance  ̅ 

from the left end and b=  ̅   (b is dimensionless 

crack distance from the left end of the beam). For 

the case of the cracked nanobeam as shown Fig. 1, 

the method which was used by Loya et al. [29], 
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and has been extended by J. Loya et al. [22]. Now 

it is being used in this paper.  

 

 

 

 

 

 

 

Fig.1 The model of the cracked beam 

 

Crack induces more flexibility to the beam and 

reduces the stiffness of the beam, therefore, a 

crack can be modeled as a linear and a rotational 

spring while the crack induces an additional strain 

energy to the beam. According to Loya et al. [22], 

the additional strain energy due to the crack is as 

    
 

 
      

 

 
                            (23)                                                                                                                              

Where    and    are the angle of rotation of the 

rotational spring and the axial displacement of the 

linear spring respectively. In this work, because 

there is not any axial force acting on the beam, the 

amount of    will be zero. Thus, there is only a 

rotational spring, and parameter    is given by 

       
   

   
      

  

  
                              (24)                                                                                                             

The crossover flexibility constant     is 

neglected because it is small enough. Now the 

slope increment    will be rewritten in the form 

of dimensionless  

   
   

 
 
   ̅( )

   
  |
   

    
   ̅( )

   
  |
   

 

    ̅  ( )                       (25)                                                                           

where   
   

 
 and it is a dimensionless form. 

For nanobeams,     has to be obtained from 

either molecular dynamics or “ab initio studies”.  

 

2.3.1. First method for cracked nanobeam 

Each crack divides the beam into two parts, so if 

the number of the cracks is increased, the number 

of parts will be increased too. Each part has its 

own equation of motion as 

 ̅ 
      (    ̅ 

    ̅  )               

 ̅ 
      (    ̅ 

    ̅  )                (26)                                                                                                  

The above equation shows the beam has only one 

crack because there are two equations of motion. 

Parameter    is the frequency parameter of the 

cracked beam, and its relation with natural 

frequency of the cracked nanobeam (   ) is 

written as 

        
     

     

  
  
                  (27)                                                                                                                       

 

The same process has been taken in order to find 

the solution for the case of non-cracked beam, is 

necessary to be exposed to find the general 

solution for the case of the cracked beam. Thus, 

the solution for differential Eq. (26) will be as 

 ̅ ( )        (   )        (   )

      (   )       (   )     

      

 ̅ ( )        (   )        (   )  
     (   )       (   )                      

                                                              (28)       

where coefficients    and     for the cracked 

beam are similar to Eq. (21) and are given as 

        √
√           

 
  

        √
√           

 
                  (29)                                                  

There are eight unknown constants in Eq. (28), 

which have to be obtained by exposing the 

boundary conditions to Eq. (28) and from the 

following compatibility equations at the crack 

position. 

 

 Continuity of the vertical displacement 

 ̅ ( )   ̅ ( )              (30)                                                                                                                                

 Jump in Bending slope 

    ̅ 
 ( )   ̅ 

 ( )     ̅ 
  ( )                   

(31)                                                                                        

 Continuity of the bending moment 

 ̅ 
  ( )         ̅ ( )  

 ̅ 
  ( )           ̅ ( )                          

    (32)                                                        

 Continuity of the shear force   

 ̅ 
   ( )         ̅ 

 ( )   ̅ 
   ( )  

       ̅ 
 ( )                (33)                                                                      

 

2.3.2. Second method for cracked beam 

 

There is another method proposed by Loya et al. 

[22], in which the number of the constants, for all 

cases of single cracked and multi-cracked 

nanobeams, for all types of beam supports and 

boundary conditions will be only four unknown 

constants, and this method gives the same results 

as the last method. These constants are: vertical 

displacement   , bending slope   , bending 

moment   , and shear force    at    .    

Linear spring 

Rotational 

spring 

ς = 0 ς = b ς = 1 
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 ̅ ( )       ( )       ( )       ( )  

     ( )                                      

 ̅ ( )   ̅ ( )       (   )            (34)                                                                                                     

Now functions   ( ) for all cases, according to 

Loya [22], are given as 

  ( )  

    (   )  

                         
(       

 ) [   (   )     (   )] 

  
    

        (35)                                                                                           

  ( )  

   (   )

  
 

                   
 (  

        ) [      (   )        (   )] 

  
   (  

    
 )

   (36)                                                                                        

  ( )  
    (   )    (   )

  
    

             (37)                                                                                                                            

  ( )  
        (   )      (   )

    (  
    

 )
           (38) 

In this method, for all types of beam supports and 

boundary conditions, there will be only four 

constants that two of them could be determined by 

the boundary conditions at    . The other two 

constants are determined by the boundary 

conditions at    . Then a coefficient matrix will 

be obtained. Determinant of this coefficient matrix 

will be set equal to zero and a new equation with 

only one variable is obtained, then the roots of this 

equation will give the frequency parameters of the 

cracked nanobeam. 
 

2.4. Nonlocal double-cracked Euler-Bernoulli 

beam equations  

 

In this section, the equations are derived for 

double-cracked nanobeam using both methods 

have been mentioned in last section. A general 

form is presented for a multi-cracked beam. 

Equations of the both methods are derived for 

three different types of supports having different 

boundary conditions. According to Eq. (28) and 

Eq. (34) the equations for both methods are 

derived respectively. 

First method to obtain the general equations, and 

consequently the coefficient matrix, as well as the 

frequency parameters, is as 

 ̅ ( )        (   )        (   )

      (   )       (   )    

        

 ̅ ( )        (   )        (   )

      (   )       (   )     

         

 ̅ ( )        (   )         (   )  
      (   )        (   )                         

                   (39) 

 

The boundary conditions for simply supported 

beam are, as 

First B.C.:  

      ̅ ( )            
  ̅ ( )   ̅ 

  ( )         ̅ ( )        (40) 

Second B.C.: 

       ̅ ( )         
      ̅ ( )   ̅ 

  ( )         ̅ ( )           (41)  

The boundary conditions for clamped-clamped 

beam are, as 

First B.C.: 

      ̅ ( )              ̅ 
 ( )                     

(42)                                                                                        

Second B.C.: 

       ̅ ( )              ̅ 
 ( )                    

(43)                                                                                

The boundary conditions for cantilever beam are, 

as 

First B.C.: 

       ̅ ( )              ̅ 
 ( )                   

(44)                                                                                   

Second B.C.:  

     ̅ ( )   ̅ 
  ( )         ̅ ( )   ,                              

   ̅ ( )   ̅ 
   ( )         ̅ 

 ( )                
(45)                                                                                                         

For all three different types of the beams 

mentioned above, the following conditions will be 

the same. 
Continuity of the vertical displacements:  

        ̅ (  )   ̅ (  )              (46)                                                                                                                                                                                                                           

        ̅ (  )   ̅ (  )                                     (47) 

Jump in Bending slopes: 

              ̅ 
 (  )   ̅ 

 (  )      ̅ 
  (  ) 

(48)                                                                                                          

             ̅ 
 (  )   ̅ 

 (  )      ̅ 
  (  ) (49)                                                                                                    

Continuity of the bending moments: 
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          ̅ 
  (  )    

     ̅ (  )   ̅ 
  (  )  

       ̅ (  )                                                                   

(50)                                

          ̅ 
  (  )    

     ̅ (  )   ̅ 
  (  )  

       ̅ (  )                                                                   

(51) 

Continuity of the shear forces:  

          ̅ 
   (  )    

     ̅ 
 (  )   ̅ 

   (  )  

       ̅ 
 (  )                                                                 

(52)                                 

           ̅ 
   (  )    

     ̅ 
 (  )   ̅ 

   (  )  

       ̅ 
 (  )                                                                 

(53) 

There are twelve equations and twelve 

unknown constants for simply supported and 

clamped-clamped nanobeams. Two of these 

constants are zero, thus only ten constants remain. 

Finally, ten equations will be obtained. As for the 

clamped-free (i.e. cantilever) nanobeam, none of 

the constants are zero but two of them are related 

to each other, that is the reason why the number of 

unknown constants will be reduced to ten and 

there will be a coefficient matrix of       and 

its determinant can give the frequencies of the 

double-cracked nanobeam. For the case of more 

than two cracks, all of the procedures are the same 

but, only the number of unknown constants will 

be increased according to the number of the 

cracks. If the crack severities are different, then it 

is necessary to write them into the equations by 

different names. For example, in the above 

equations    and    are independent from 

another, and each of them is assigned to a 

particular crack as shown in Fig. 2. The 

expressions     and    are positions of the first 

and the second crack respectively  

 

 
 

 

                                                                                                                       

Fig. 2. Doubled-cracked beam 

 

The second method will give simpler and faster 

calculations in contrast to the first method that 

was mentioned above. The second method to 

obtain the general equations, and consequently 

coefficient matrix, as well as the frequency 

parameters, is as 

 

 ̅ ( )       ( )       ( )       ( )  
     ( )                                       

 ̅ ( )   ̅ ( )        (    )       
         

 ̅ ( )   ̅ ( )        (    )      
              (54)                                                                                            

The first boundary condition for simply supported 

beam is as 

 

                           

 ̅ ( )       ( )       ( )          (55)                                                                    

First boundary condition for clamped-clamped 

beam is as 

 

                             ̅ ( )  
     ( )       ( )                 (56)                                                          

First boundary condition for cantilever beam is as 

 

                             ̅ ( )  
     ( )       ( )                     (57)   

                                                  

As shown in Eqns. (55), (56) and (57), two of the 

unknown constants out of four constants will be 

determined by the type of support at     and 

two other unknown constants will be obtained by 

a system of two equations from the boundary 

condition at    . The second method is better to 

be used because in all of the cases such as non-

cracked, single –cracked, double cracked, and 

more than two cracks, the coefficient matrix will 

be    . The determinant of this coefficient 

matrix sometimes will be a very long formula that 

has to be solved numerically to obtain its roots. 
 

2.4. Nonlocal triple-cracked Euler-Bernoulli 

beam equations  

 

This case is similar to the case of the double-

cracked nanobeam. It is only needed to expand the 

equations of the double-cracked nanobeams to the 

triple-cracked nanobeams as  

 ̅ ( )       ( )       ( )       ( )
      ( )              

 ̅ ( )   ̅ ( )        (    )               

 ̅ ( )   ̅ ( )        (    )               

 ̅ ( )   ̅ ( )        (    )              

         ̅ 
  (  )       (58)   

 

ς = 0 ς = b2   ς = 1 

 

ς = b1 

 𝜃  

K2 

 𝜃  

K1 
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3. Results and discussion 

3.1. Simply supported beam 

 

In this paper the simply supported beam is 

analyzed for the cases of double-cracked and 

triple-cracked. When the cracks are introduced to 

the beam, the natural frequencies will be 

decreased and as much as the crack severities are 

increased the natural frequencies become smaller, 

and there is an exception in this expression. The 

exception is the crack location. When the crack 

location locates on a node of a certain mode of 

vibration, that mode will not experience any 

changes by the presence of the crack and 

increasing the crack severity, consequently there 

will not be any changes in the frequency of the 

same mode. This is due to the fact that the amount 

of the bending slope at both sides of the point on 

which the crack is located, will be the same, and 

there will not be any changes in the bending slope 

and there will not be any jumps in the bending 

slope. According to Eq. (31), the crack can affect 

the beam when there is a jump in the bending 

slope. When both angles at both sides of a point 

are equal to each other, so amount of    will be 

zero and this causes the crack effect to be 

canceled at a mode of vibration in which the crack 

and one of the nodes of this mode have the same 

location.  

Another factor, which plays an important role in 

decreasing the natural frequencies, is the size 

effect introduced by scale effect parameter  . As 

  is increased, the natural frequencies will be 

reduced.  The results that have already been 

obtained for simply supported beam as non-

cracked beam by Lu et al. [12], are calculated 

again and completely coincide, then, they are used 

to be compared with the cases of the double 

cracked and the triple-cracked. Fig.3 shows the 

first four frequencies of the non-cracked simply 

supported beam (i.e.           ), and 

starting from the first mode, the successive odd 

and even vibration modes approach each other and 

are suppressed with the increase of   .When the 

number of the cracks is increased, the frequencies 

of all of the modes will be decreased, except the 

cases in which one or more cracks are located on 

the nodes of the certain modes. The results of the 

double-cracked simply supported beams are 

tabulated in Table 1.a and b. and are shown in Fig. 

4 (a, b, c and d), in which both of the crack 

severities are changed in accordance with one 

another. However, it will be possible that each 

crack severity differs from the other crack 

severities that is the reason why the crack severity 

for each crack is named by a different expression 

such as   and   . As for the case of double-

cracked, the fourth frequency remains constant 

while the crack severities are changed, this is 

because both points         and        are 

the nodes of the fourth mode. The same 

phenomenon occurs for the case of triple-cracked, 

where all three cracks are located at the nodes of 

mode four. The results of the triple-cracked 

simply supported beams are tabulated in Table 2.a 

and b. and are shown in Fig. 5 (a, b, c and d). The 

fourth mode remains constant while the crack 

severities are increased because all cracks are 

located on the nodes of the fourth mode as shown 

in Fig. 6. As the scale effect parameter is 

increased the frequencies of all modes are 

decreased. The highest amount of decreasing of 

the frequencies of all modes for any amount of the 

nonlocal parameter, is observed when the third 

crack is introduced to the beam.  

 

         Table 1. a. and b. Frequencies of double-

cracked simply supported beam with different 

nonlocal parameter   and crack severities    and 

  . Crack positions        and      . 

                                    
    

Ʌ      

     

  

       

  

       

        

        

     

     

1 3.1416 3.0044 2.6226 1.9256 

2 6.2832 6.1007 5.5522 4.2553 

3 9.4248 9.0315 8.1721 7.4180 

4 12.5664 12.5664 12.5664 12.5664 

      

Ʌ      

     

  

       

  

       

        

        

     

     

1 2.4790 2.3694 2.0584 1.4983 

2 3.8204 3.7015 3.2600 2.3268 

3 4.7722 4.5563 4.1199 3.8918 

4 5.5509 5.5509 5.5509 5.5509 

a. 
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2.8908 2.7639 2.4074 1.7604 

4.9581 4.8071 4.2799 3.1046 

6.4520 6.1629 5.5422 5.1663 

7.6407 7.6407 7.6407 7.6407 

      

     

     

         

         

        

        

     

     

2.1507 2.0552 1.7830 1.2949 

3.1815 3.0820 2.7056 1.9236 

3.9329 3.7548 3.4032 3.2282 

4.5565 4.5565 4.5565 4.5565 

b. 

Table 2.a and b. Frequencies of a triple-cracked 

simply supported beam with different nonlocal 

parameter   with three similar cracks of severity 

  at       ,      , and        . 
    

Ʌ                        

1 3.1416 2.9652 2.5239 1.8136 

2 6.2832 5.9295 5.0418 3.6171 

3 9.4248 8.8807 7.4775 5.2977 

4 12.5664 12.5664 12.5664 12.5664 

      

Ʌ                        

1 2.4790 2.3390 1.9862 1.4221 

2 3.8204 3.5974 3.0148 2.1232 

3 4.7722 4.4659 3.6264 2.4910 

4 5.5509 5.5509 5.5509 5.5509 

a. 

 
      

                       

2.8908 2.7281 2.3195 1.6640 

4.9581 4.6719 3.9320 2.7828 

6.4520 6.0459 4.9386 3.4051 

7.6407 7.6407 7.6407 7.6407 

      

                       

2.1507 2.0290 1.7218 1.2317 

3.1815 2.9953 2.5071 1.7633 

3.9329 3.6793 2.9837 2.0478 

4.5565 4.5565 4.5565 4.5565 

b.  

 

 
Fig. 3. Change of four eigenvalues of non-cracked 

simply supported beam versus nonlocal parameter 

 . 
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d. 

Fig. 4. Frequencies of a double-cracked simply 

supported beam with crack positions        and 

     . 

 

a. 

 

b. 

 

c. 

 

d. 

Fig. 5. Frequencies a triple-cracked simply 

supported beam with crack positions       , 

     , and       . 

 

 

 

 

 

 

 

 

 

 

Fig.6.  Mode shapes of simply supported beam 

and position of the nodes. 

 

3.2. Clamped-Clamped beam 

Non-cracked simply supported beam frequencies 

are obtained for different nonlocal parameter 

values. (i.e.           ) and the non-

cracked case results are shown in Fig. 7. The first 

four frequency parameters of the clamped-

clamped beam are presented in Table 3 (a and b) 

and in Fig. 8 (a, b, c, and d) for the double-

cracked beams and in Table 4 (a and b) and 

graphically in Fig. 9 for the triple-cracked beams. 

When the nonlocal parameter is increased the 

frequencies of all modes are decreased. When the 

clamped-clamped beam has two cracks at 

        and       , the frequencies will be 

decreased more in contrast to the non-cracked 

beam, and this is due to the presence of the more 

flexibility in the beam as shown in Fig. 8. In this 

case, the frequencies of all modes are decreased 
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by increasing the crack severities of the cracks and 

in fact only the crack severity    of the first crack 

is the reason of decreasing the second and the 

fourth frequencies, and    which belongs to the 

second crack, does not have any effect on 

decreasing them because the second crack is 

located on the nodes of the second and the fourth 

modes and the amount of        as shown in 

Fig. 10. Increasing the nonlocal scale effect 

parameter is another factor for decreasing the 

frequencies of the double-cracked beam. Third 

crack decreases all mode frequencies and the 

lowest amount of the frequencies belongs to the 

case of the triple-cracked beam as shown in Fig. 9 

(a, b, c, and d). In this case only the first and the 

third cracks are the reason of decreasing the 

second and the fourth modes. The third crack 

location is not the node for any modes. 

 

Table 3. Frequencies of a double-cracked 

clamped-clamped beam with different nonlocal 

parameter   and crack severities    and   . Crack 

positions        and      . 

 
    

Ʌ      

     

  

       

  

       

        

        

     

     

1 4.7300 4.6276 4.3531 3.8350 

2 7.8532 7.6974 7.2501 6.5217 

3 10.9956 10.4769 9.5173 8.8476 

4 14.1372 14.0909 14.0119 13.9498 

      

Ʌ      

     

  

       

  

       

        

        

     

     

1 3.5923 3.4947 3.1864 2.5767 

2 4.5978 4.4938 4.0780 3.6656 

3 5.4738 5.1691 4.7791 4.6427 

4 6.1504 6.0837 5.8674 5.6307 

a. 

 
      

     

     

         

         

        

        

     

     

4.2766 4.1735 3.8721 3.2575 

6.0352 5.9028 5.3861 4.7371 

7.3840 6.9713 6.3598 6.1174 

8.4624 8.3863 8.1469 7.8308 

      

     

     

         

         

        

        

     

     

3.0837 2.9949 2.7068 2.1586 

3.8165 3.7298 3.3905 3.0745 

4.5231 4.2743 3.9691 3.8669 

5.0505 4.9932 4.8082 4.6154 

b. 

 

 

 

 

 

 

 

Table 4. frequencies of a triple-cracked clamped-

clamped beam with different nonlocal parameter   

with three similar cracks of severity   at   
    ,      , and        . 

 
    

Ʌ                        

1 4.7300 4.6268 4.3497 3.6513 

2 7.8532 7.5618 6.9381 6.3018 

3 10.9956 10.2411 8.6693 7.0230 

4 14.1372 14.0397 13.8556 13.7059 

      

Ʌ                        

1 3.5923 3.4946 3.1619 2.3325 

2 4.5978 4.4193 3.9742 3.5209 

3 5.4738 5.0222 4.2248 3.7754 

4 6.1504 6.0048 5.7356 5.5906 

a. 
      

                       

4.2766 4.1734 3.8595 3.0030 

6.0352 5.8021 5.2461 4.6762 

7.3840 6.7818 5.6246 4.7921 

8.4624 8.2964 7.9512 7.7323 

      

                       

3.0837 2.9946 2.6795 1.9443 

3.8165 3.6683 3.2940 2.9138 

4.5231 4.1520 3.5236 3.1947 

5.0505 4.9253 4.7018 4.5864 

b. 
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Fig. 7. Change of four eigenvalues of non-cracked 

clamped-clamped beam versus nonlocal parameter 

 . 
 

 
a. 

 
b. 

 
c. 

 
d. 

Fig. 8. Frequencies of a double-cracked clamped-

clamped beam with crack positions        and 

     . 

 

a. 

 

b. 

 

c. 

0

5

10

15

0 0.2 0.4 0.6

Fr
eq

u
n

cy
 p

ar
am

et
er

,  
Ʌ

 

Nonlocal parameter, 𝜇 

 Ʌ1 

 Ʌ2 

 Ʌ3 

 Ʌ4 

2

3

4

5

6

0 0.5 1 1.5 2

Fr
eq

u
n

cy
 p

ar
am

et
er

 Ʌ
 

Crack Severity K=K1=K2 

Mode 1 𝜇=0 
𝜇=0.2 
𝜇=0.4 
𝜇=0.6 

2

4

6

8

10

0 0.5 1 1.5 2

Fr
eq

u
n

cy
 p

ar
am

et
er

 Ʌ
 

Crack Severity K=K1=K2 

Mode 2 𝜇=0 
𝜇=0.2 
𝜇=0.4 
𝜇=0.6 

3

5

7

9

11

13

0 0.5 1 1.5 2

Fr
eq

u
n

cy
 p

ar
am

et
er

 Ʌ
 

Crack Severity K=K1=K2 

Mode 3 𝜇=0 
𝜇=0.2 
𝜇=0.4 
𝜇=0.6 

4

9

14

19

0 0.5 1 1.5 2

Fr
eq

u
n

cy
 p

ar
am

et
er

 Ʌ
 

Crack Severity K=K1=K2 

Mode 4 𝜇=0 
𝜇=0.2 
𝜇=0.4 
𝜇=0.6 

1

2

3

4

5

6

0 0.5 1 1.5 2

Fr
eq

u
n

cy
 p

ar
am

et
er

,  
Ʌ

 

Crack Severity, K=K1=K2=K3 

Mode  1 μ=0 
μ=0.2 
μ=0.4 
μ=0.6 

2

4

6

8

10

0 0.5 1 1.5 2

Fr
eq

u
n

cy
 p

ar
am

et
er

,  
Ʌ

 

Crack Severity, K=K1=K2=K3 

Mode 2 μ=0 
μ=0.2 
μ=0.4 
μ=0.6 

2

4

6

8

10

12

0 0.5 1 1.5 2

Fr
eq

u
n

cy
 p

ar
am

et
er

,  
Ʌ

 

Crack Severity, K=K1=K2=K3 

Mode 3 μ=0 
μ=0.2 
μ=0.4 
μ=0.6 



Hussein. N. et al.  /ZJPAS: 2020, 32 (2): 39-54 
 50 

 

ZANCO Journal of Pure and Applied Sciences 2020 

   
 

 
 

 

d. 

Fig. 9. Frequencies of a triple-cracked clamped-

clamped beam with crack positions       , 

     , and       . 

 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Mode shapes of clamped-clamped beam 

and position of the nodes 

 

 

3.3. Cantilever beam 

 

The results of the cantilever beam for the non-

cracked case are shown in Fig. 11. Other results of 

the cantilever are presented in Table 5 and in Fig. 

12 (a, b, c, and d) for the double-cracked beams, 

and in Table 6 and in Fig. 13 (a, b, c, and d) for 

the triple-cracked beams. General mode shapes of 

a cantilever beam are shown in Fig. 14. It can be 

observed from the results that the natural 

frequencies are very sensitive to the nonlocal 

parameter in contrast to the simply supported and 

the clamped-clamped beams, especially for the 

cases in which the nonlocal parameter ( ) 

increases. The cantilever beam is not suitable to 

be used in the design of the resonators in 

nanoscale. As for the case of non-cracked (i.e. 

          ), only the first frequency 

increases by an increase in the nonlocal parameter, 

whereas the others decrease by increasing the 

parameter   and the frequencies approach each 

other in pairs as shown in Fig. 11. When   
    , one even cannot find nontrivial real 

eigenvalues. This means that starting from the first 

mode, the successive odd and even vibration 

modes approach each other and are suppressed 

with the increase of  . Thus, for the cantilever 

beam vibration mode, the magnitude of the 

exponential terms increases dramatically with the 

nonlocal parameter comparing with the traveling 

wave terms, and eventually, it restrains the 

vibration. For the cantilever as the cracks are 

introduced to the beam, the frequencies of all 

modes are reduced, and as the crack severities are 

increased the rate of decreasing the frequencies 

becomes more. The doubled-cracked cantilever 

beam results are presented in Table 5 and they are 

shown in Fig. 12 (a, b, c, and d), and when they 

are compared with the other cases, it is observed 

that all of the frequencies are decreased except the 

fourth mode frequency of case         for 

     , where it is increased. It is one of the 

abnormal results happened here. Third crack does 

not have any great effect on the first frequency of 

the cantilever beam, then the first frequency in 

both double-cracked and triple-cracked beam have 

approximately the same value for all the amounts 

of the nonlocal parameter, but frequencies of the 

other modes are decreased by introducing the third 

crack to the beam. There are some abnormal 

results obtained in the cantilever cases which have 

not been happened for the simply supported and 

the clamped-clamped beam cases. The reason is 

the fact that the higher value of   has more 

complex effect on the frequencies, especially 

when both   and   are increased simultaneously 

and it is sometimes unpredictable to know what 

will be happened for a case in which the amount 

of the nonlocal parameter is high. 

 

Table 5. First four frequency parameters for a 

double-cracked cantilever beam with different 

nonlocal parameter   and crack severities      and 

  . Crack positions         and      . 

 
    

Ʌ      

     

         

  

       

        

        

     

     

1 1.8751 1.8136 1.6255 1.2287 

2 4.6941 4.5518 4.1572 3.2994 

3 7.8548 7.6994 7.2454 6.5074 
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4 10.9955 10.4809 9.5378 8.8927 

      

Ʌ      

     

         

  

       

        

        

     

     

1 1.9543 1.8906 1.6909 1.2690 

2 3.3456 3.2155 2.8479 2.1148 

3 4.8370 4.7655 4.1575 3.6429 

4 5.2399 4.9629 4.8385 4.8043 

a. 
      

     

     

         

         

        

        

     

     

1.8919 1.8299 1.6394 1.2374 

4.1924 4.0460 3.6277 2.7481 

6.0674 5.9395 5.4040 4.7359 

7.3617 6.9726 6.4311 6.2394 

      

     

     

         

         

        

        

     

     

2.1989 2.1380 1.8903 1.3706 

2.4809 2.3731 2.1291 1.6387 

… … 3.5533 3.0490 

… … 3.9588 4.0261 

b. 

 

Table 6. Frequencies of a triple-cracked cantilever 

beam with different nonlocal parameter   with 

three similar cracks of severity   at        , 
      and        . 

 
    

Ʌ                        

1 1.8751 1.8121 1.6206 1.2214 

2 4.6941 4.4054 3.6597 2.5515 

3 7.8548 6.9997 5.2577 3.8570 

4 10.9955 9.9345 8.1246 6.6601 

      

Ʌ                        

1 1.9543 1.8950 1.7050 1.2886 

2 3.3456 3.1834 2.7516 2.0012 

3 4.8370 … 3.8404 2.5818 

4 5.2399 … 4.0351 3.6505 

a. 

 
      

                       

1.8919 1.8299 1.6392 1.2371 

4.1924 4.0155 3.5370 2.6288 

6.0674 5.7618 4.9197 3.4561 

7.3617 6.7084 5.5042 4.7355 

      

                       

2.1989 … … … 

2.4809 … … … 

… … … … 

… … … … 

b. 

 

 
Fig. 11. Change of four eigenvalues of non-

cracked cantilever beam versus nonlocal 

parameter   
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c. 

 
d. 

 

Fig. 12. Frequencies of a double-cracked 

cantilever beam with crack positions         
and      .  
 

 
a. 

 
b. 

 
c. 

 
d. 

Fig. 13. Frequencies of a triple-cracked cantilever 

beam with crack positions       ,      , and 

      . 

 

Fig. 14. Mode shapes of cantilever beam and 

position of the nodes. 

 

4. Conclusions 

 

In this paper, free vibration analysis of double-

cracked and triple-cracked nanobeams for three 

different types of beam supports, including simply 

supported, clamped-clamped, and cantilever is 

exposed to find the natural frequencies. The crack 

is modeled as a rotational spring and the value of 

the crack severities are calculated using molecular 

dynamics for the nanobeams. The effect of the 

crack severities, number of the cracks, and the 

nonlocal parameter are checked in this paper. The 

nonlocal parameter is considered in the equations 

and its effect on the frequencies of all studied 
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cases is determined. The Following conclusions 

have been made based on the results obtained 

throughout this paper: 

 In the cases of the simply supported and 

the clamped-clamped as the crack severity 

increases, the frequencies decrease for all 

values of the nonlocal parameter.  

 As the position of the crack gets near the 

fixed end, the crack effect decreases. As 

the number of the cracks is increased, there 

will be a reduction in the frequencies.  

 As for the cantilever nanobeam, the results 

are somehow complicated. When the crack 

position is closer to the free end, the 

frequencies of some modes increase and 

this is a new phenomenon that was 

observed here.  

 For the cantilever nanobeam, the small 

size effect parameter (nonlocal parameter) 

has the greatest effect among three cases 

of support nanobeams.  

 The first mode frequency of the cantilever 

beam increases by an increase in the 

nonlocal parameter. 
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A B S T R A C T: 

We investigate a periodic solution which bifurcates from a curve of the singularity of the jerk system in  .More precisely, we 

give the explicit states for the existence of a periodic solution of the jerk system with a nonisolated singular point, where for each 

singular point has a simple pair of purely imaginary and one zero eigenvalues. We recall for this point of singularity as a zero-

Hopf (z-H) singular point. The coefficients in the jerk system are described for which the z-H singularity occur at each point of 

that curve of singularity. We show that for each point at that curve of singularity there is only one family of parameters which 

exhibits such type of singular points. The method of averaging in the second order is utilized to determine one periodic solution 

which bifurcates from any point of that curve of singularity. As far as, we realize that this investigation is the study on bifurcations 

from a curve of nonisolated z-H singularity to provide a periodic solution via the method of averaging. Under a generic small 

perturbation at the parameters, we prove that a periodic solution will be bifurcated at any point that located on a curve of a 

singularity of the jerk system.  
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INTRODUCTION 

 

Time derivative of acceleration in physics is 

called the jerk. It can be defined in dynamical 

system by   ⃛         ̇  ̈ , see (Gottlieb, 1998). 

This equation, by changing the variables, can be 

remold into a general 3D differential system  

 

 ̇        ̇         ̇                     (1) 

System (1) is very remarkable in nonlinear 

dynamic systems. For instance, the simplest 

possible chaotic system is in this form studying in 

(Sprott, 1997).  

 

 

 

In this work, the most general quadratic 

function is given 

 

                                    
  

     
       

         
               

 

where    for             are real parameters. This 

system has only one singular point when 

   
  

 

   
           or            . 

The case     
  

 

   
      was considered by 

Wei et al. in (Wei, Sprott, &Chen, 2015). They 

addressed a periodic solution which bifurcates 

from one single non-hyperbolic singular point. 

The other case      was considered by Molaie, 

et al. in (Molaie, Jafari, Sprott, & Golpayegani, 

2013). They found 23 simple chaotic flows of 

system (1). Here, the case       with extra 

conditions will be considered (see Propositions 1 

and 2) to determine nonisolated zero–Hopf 
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singularity which fill the curve passing through 

the origin of coordinates. 

A zero-Hopf singular point of a 

polynomial differential system in the 3-

dimentions is an isolated singular point which 

owns a zero and a simple pair of purely imaginary 

eigenvalues. This type of singular point is an 

interesting topic and it considered by (John, 1981; 

John & Philip, 2013; Kuznetsov, 2013; Rizgar, 

2017) and others. Generally, a zero– Hopf 

bifurcation is a 2-parameter unfolding of a 

polynomial systems in the 3-dimensions which 

has an isolated z-H singular point. It has realized 

that several intricate sets of invariant of the 

unfolding maybe bifurcate in a neighborhood of 

an isolated z-H singular point under some generic 

states, for example a local birth of “chaos” could 

be implied from the z-H bifurcation, see 

(Baldom´a & Seara, 2006; Broer & Vegter, 1984). 

In general, there is no theory to determine 

when some periodic solutions are bifurcated by 

perturbing the parameters of the 3D systems from 

the z-H singular point. Some authors are 

investigated on zero–Hopf singular point, see 

(Garc´ıa, Llibre, & Maza, 2014; Llibre, 2014; 

Llibre, Makhlouf, & Badi, 2009; Euz´ebio, Llibre, 

& Vidal, 2015; Euz´ebio & Llibre, 2017; Llibre 

&P´erez-Chavela, 2014; Castellanos, Llibre, & 

Quilantan, 2013; Llibre, Oliveira, & Valls, 2015; 

Rizgar, 2017). They studied the periodic solutions 

bifurcating in a neighborhood of the isolated z-H 

singular point. Only the two works (Llibre & Xiao, 

2014; Cˆandido & Llibre, 2018), they studied the 

periodic solutions bifurcating in a neighborhood 

of a nonisolated zero–Hopfpoint located only at 

       -point. However, a case where system (1) 

has infinitely many (actually a continuum of) 

zero-Hopf singularity will be studded. This is 

explained in Proposition 1. By linear algebra the 

following result can be obtained. 

System (1) has a curve of a singularity which 

passes through        -point if and only if  

          . 

From now, we consider the condition       
     . So, we modify the general case in system 

(1) into following one 

 ̇      ̇       ̇               (2) 

                        
       

   
                      
 

where there are no x and    terms in the  ̇ 

equation to guarantee that there is a curve of 

singularity. We see that any singular point 

           of system (2) must have          
and eigenvalues   that satisfy 

 

        
             

in which                       and     

          . Using the Routh–Hurwitz stability 

criterion, for the singular point            to be 

asymptotically stable, we need 

                  , and         . 

Therefore, the quadratic jerk system (2) cannot 

have the stable equilibria. As shown in (Llibre & 

Xiao, 2014), we can easily find that system (2) has 

infinitely many (actually a continuum of) singular 

points which are at the following curve (curve of a 

singularity) 

                         (3) 

An analysis is made on the polynomial 

system (1) such that each point of the 

curve     becomes a nonisolated z-H singular 

point which is the main purpose in this work. This 

is described in following proposition. It has 

shown that there is only one family of parameters 

in the jerk system in which any singular point at 

the curve  becomes the z-H singular point. 

Furthermore, we use the method of averaging in 

the second order to estimate a periodic solution of 

the jerk system which bifurcates at the line of 

singularity. 

Proposition 1. System (2) has the z-H singular 

points which are localized at the curve  , if the 

following conditions are satisfied 

          , and                (4) 

We prove this proposition in Section 2. 

In Section 1, we describe the method of 

averaging in the second order. It explains the 

accurate conditions for the existence of a periodic 

solution which bifurcates from the nonisolated z-

H singular point. In Section 2, the bifurcations 
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with nonisolated z-H singular points are studied 

using a small perturbation of system (2) keeping 

the nonisolated singular points at the curve    

which obtains a perturbation system. In the 

neighborhood of any point, the given perturbation 

system is reduced to a 2π-periodic system in a 

type of cylindrical coordinates, and the re-scaling 

of variables is needed to prove the main result 

(Theorem 1).  

The following theorem is our main result 

to obtain a periodic solution which bifurcates 

from one family of parameters for the jerk system 

with a curve of z-H singularity. 

 

Theorem 1 Let                            
                                             

be a vector and                 , with a 

sufficiently small parameter . If        . 

Then, system (2) has a z-H bifurcation at the 

nonisolated singular point which localizes at the 

curve of singularity, and a periodic solution can 

be produced for each point at that curve of a 

singularity when     . 

We prove Theorem 1 in Section 2. The 

method of averaging of second order is the main 

tool to prove Theorem 1. The method of averaging 

is made a history and for a new explanation of this 

method, one can see the work of (Sanders et al, 

2007). In the following section (Section 1), we 

recall the method of averaging of second order as 

was described in (Buica, Fran¸coise, & Llibre, 

2007; Pi & Zhang, 2009). 

 

1. THE METHOD OF AVERAGING OF 

THE SECOND ORDER FOR PEIRODIC 

SOLUTIONS  

The purpose of this section is to describe basic 

results from the method of averaging. This method 

requires to prove the bifurcating periodic solutions 

from nonisolated z-H singular points of system 

(2), for a proof of the method of averaging on can 

found in Theorem 2.6.1 of Sanders and Verhulst 

(O’Malley Jr, 1987) also Theorem 11.5 of 

Verhulst. The averaging method of second order 

was described clearly in (Buica et al., 2007; Llibre 

et al., 2009). Also, in (Marsden & McCracken, 

2012; Chow & Hale, 2012; Buica et al., 2007; 

Sanders, Verhulst, & Murdock, 1987) the 

researchers have devoted their attempt to 

determine a periodic solution using the method of 

averaging. 

The following theorem is summarized the 

method of averaging of second order. 

 

Theorem 2 Consider the Differential equation

  

 ̇                                       (6)    

where                             
    are continuous functions, T-periodic in the 

variable t and       is an open subset. Assume 

that the following conditions satisfy 

i.                         and 
   

  
 

are locally Lipschitz with respect to 

variable x, and R is twice differentiable 

with respect to x . 

ii. Define            for         by 

    
 

 
∫        

 

 

   

    
 

 
∫            

 

 

∫        
 

 

  

             

where            is the Jacobian    

determinant matrix of the components of 

  with respect to  . 

iii. For V bounded and an open set in U, for 

                there is      such 

that            and              is 

not equal to zero. 

Hence, for a sufficiently small| |   , a T-

periodic solution        of system (6) is existed 

such that          . 

The term                denotes the 

Brouwer degree of the function            
   at the singular point   which is not finish. A 

sufficient condition for the inequality to be true is 

that the Jacobian of            at    is notfinish. 

If     , then the zeros of          ) are 

mainly the zeros of    for    . In this situation, 

the previous result uses the method of averaging 

of first order. If     and      , then the 

zeros of         are mainly the zeros of     

for   . In this situation, the previous result 

gives the method of averaging of second order. 

 

2.  PROOF OF THE MAIN RESULT 
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Proof of Proposition 1. The characteristic 

equation of system (2) for each singular point, 

say         , which is at the curve L is 

             
                   

Putting this in               where      , 

we obtain only one family of condition, that is 

           and              . 

Therefore, for any nonisolated singular point 

              of system (2) has the 

eigenvalues       and            √         . 

This means that each singular point is in the z-H 

singular type. 

 

Proof of Theorem 1. If we perturb the 

parameters                             
                                      
      with        .Then system (2) becomes 

 ̇     

 ̇               (7) 

 ̇                             
  

          
                      

                             

Re-scaling variables                     

system (7) in variables         becomes 

 

 ̇     
 ̇     (8) 

 ̇                                
           

       
      

         
           

      
     

The above system has also a line of singular 

points (X = X, Y = 0, Z = 0). Thus, the linear part 

at each of nonisolated singular point of system (8) 

when      shall be transformed to its real Jordan 

form, which is as 

(
    
   
   

), 

where         . For doing that changing of 

variables 

(
 
 
 
)  (

   
    

     
)(

 
 
 

),      (9) 

can be used. In the new variables         , 

system (8) writes 

 ̇       (                 

     
  

 

 
              )   

         (            
         

         
 

 
        )   , 

 ̇    ,     (10) 

 ̇  

(   
                         

 

 
          )          (        

  

           
   

 

 
           

    )  . 

 

Using the cylindrical coordinates 

       defining by 

 

                             , 

 

and suggesting   as the independent variable. 

System (10) can be expressed as 

 
  

  
                         

  

  
                        (11) 

 

where 

 

    = 
         

                      

              
     –            

                     , 

 

     
       

                                       

     (      )
 
          (      )

 
    

                (      )
 
 

                          

      
 

  (       (      )
 
       

                               
                                     

   (      )
 
  ) (            
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      (      )
 
                     

                       (      )
 
   

                     (      )
 
    

     (      )
 
        (        )

 
     

(      )
 
   )   , 

 

     
 

       (       )(       )
 
 ( (    

    )           )              
                , 

 

    (   (                        

(      )
 
     

   (      )
 
             

    (      )
 
                 

         )  
 

 
(      (      )

 
     

                                     
                          

    (      )
 
  ) (            

      (      )
 
                

            

         (      )
 
                  

    (      )
 
       

(      )
 
     (      )

 
    

 (      )
 
   )  )  

 

  (       (      )
 
     

                                      
                          

    (      )
 
  ) (           

      (      )
 
                

                      (      )
 
   

                   (      )
 
       

 (      )
 
      (      )

 
    

(      )
 
  )   . 

 
The two systems (11) and (6) are equivalent by 

taking the notation in Theorem 2, that is, letting 

                               
        and 

 

         
 

  
∫            

  

 

 

 [

 

  
∫              

  

 
 

  
∫              

  

 

]  [
    

      

    
      

].    (12)    

 

Computing equation (12), we obtain 

    
        

 

 

    

 
,     

       
           

  
.

   (13) 

From (Buica et al., 2007) the non-zero solution of 

system (13) gives a periodic solution which 

bifurcates in the neighborhood of the each point at 

the curve  for system (2). In other word, for     
  , the method of averaging of first order 

characterized by (Llibre & P´erez Chavela, 2014) 

does not give the possible periodic solutions 

bifurcating from the z-H singular point. Therefore, 

the averaged function of the first order 

     
           

         is equal to zero if and 

only if 

     , and          (       .  (14) 

For using the Brouwer degree of second order, we 

now consider the conditions in equation (14) to 

use the method of averaging of second order. 

Therefore, the following expression must be 

computed: 

 

[

     

  

     

  
     

  

     

  

] [
∫              

 

 

∫              
 

 

]  [
    

   
].      (15) 

We integrate the above expression from 0 to    

with respect θ and divide by 2π to obtain the 

following equation 

         

[
      

 

      
 ]  

[

 

  
             

   

  
                       

].   (16) 

To look for a periodic solution, we solve the 

following system of equation (We keep away for 

the zero solution with      ), 

           [
      

   

      
   

].      (17) 

That is 
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  √                 

  

    

 
      

         

    

  

 

Let         be a solution of system (17). In order 

to have a periodic solution according with 

Theorem 2, we must have 

            |                       (18) 

We then compute the Jacobian matrix of (17) to 

obtain 

 
   

 

  
   

            
 , 

which is not equal to zero when       , where 

      and    are arbitrary, then we can chose that 

    
         

   . 

Shortly, the solution         of system 

(17) which confirms condition (18) satisfies the 

assumptions (i) and (ii) of Theorem 2. So, for 

utilizing the method of averaging of second order 

we deduce that system (11) has the periodic 

solution bifurcating at each point at the curve L. 

Therefore, due to the re-scaling in system (8) with 

generic conditions (5) and (14), the periodic 

solution of system (2) is obtained which 

bifurcates from the nonisolated z-H singularity.  

Therefore, for      sufficiently small, 

Theorem 2 guaranties that there is a periodic 

solution                 of system (11) such 

that(             )          when    . 

Thus, for     

                       
                        ,   (19) 

is the periodic solution of system (10). 

Consequently, system (8) under the change of 

variables in equation (9) has the periodic solution 

                  which obtains from (19). 

Finally, for    sufficiently small, we have 

                                     , 

Thus, system (2) has the periodic solution 

tending to the point at the curve L when     . It 

is the periodic solution which starts at the z-H 

singular point localized at the curve   when   
 . Hence, we complete the proof this theorem. 

 

3. CONCLUSIONS 

In this work, the jerk system has been considered 

which was suggested by Gottlieb in (Gottlieb, H. 

P. 1998). We put conditions on parameters in 

which the jerk system has a curve of singularity. 

We have then described the values of the 

parameters for which a zero-Hopf singular point 

occurs at the point of that curve of singularity. 

Moreover, we have used the averaging method of 

second order (see Theorem 2) to estimate of a 

periodic solution which bifurcates from the zero–

Hopf equilibrium point. This theorem obtained a 

periodic solution (             ) of the jerk 

system such that 

 

 (             )                 
where 

 

(       

(
  √                   

    
 
               

    
). 

In coordinates           we can write this 

periodic solution as 

(                     ) 

which satisfies 

(                     )                    
Now, in the coordinates (       the periodic 

solution becomes  

                        
 which satisfies  

                       
                    

Also, the above periodic solution in the variables 

        becomes                        which 

satisfies  

 

                       
                         

Finally, in the variables         this periodic 

solution becomes 

                        
 which satisfies 

 

(                    )
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A B S T R A C T: 

This article is devoted to study the bifurcated periodic orbits from centre for a differential equation of third order. Sufficient 

conditions for the existence of a centre are obtained by using inverse Jacobi multiplier. As a result, we found four sets of centre 

conditions on the centre manifold. For a given centre, it is shown that three periodic orbits can be bifurcated from the origin under 

two sets of condition and four periodic orbits under the other sets of condition. The cyclicityes are obtained by considering the 

linear parts of the corresponding Liapunov quantities of the perturbed system.  
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INTRODUCTION 

 

We consider the following third order differential 

equation 

 

  ⃛     ̈     ̇        (    ̇  ̈)            ( ) 
 

where              and  (    ̇  ̈) is an analytic 

quadratic function.  When          , the 

centre problem on a local centre manifold of 

equation (1) is studied in (Mahdi, 2013). By 

eliminating two coefficients of the quadratic 

function  , he has found the necessary and  

conditions for the existence of a centre on the 

centre manifold for the three 4-parameter families 

 

  

 

 

 

of equation (1). Mahdi et al. (2017) have 

constructed a hybrid approach using numerical 

algebraic geometry to the center-focus problem. 

They applied their technique to have centre 

conditions for equation (1) (Mahdi, et al., 2017).  

 

Equation (1) can be transformed into a system of 

nonlinear equations. This can be introducing 

 ̇     ̈     to obtain 

 
   ̇                                                                (     )         

      ̇                                                                (     )     (2) 
   ̇                (       )         (     )         

 

where  (     )     
     

     
  

               . System above has an 

isolated critical point at the origin, the Jacobian 

matrix of system (2) at that point has a zero and 
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two pure imaginary eigenvalues under some 

conditions on the parameters. In that case, the 

origin is called zero-Hopf critical point (for more 

information see (Salih, 2017) ). Furthermore, 

under some other conditions on the parameters, 

the Jacobian matrix of system (2) at the origin has 

a non-zero and a pair of pure imaginary 

eigenvalues, in such case the origin is called Hopf 

point. For the three dimensional systems (2), a 

sufficient condition for a Hopf bifurcation is 

explained below. The characteristic polynomial 

for system (2) is given by 

 

                                            
(3) 

 

such that 

i.   ∑     
 
    ( trace of the Jacobian matrix 

of system (2) at the origin), 

ii.    determinant of the Jacobian matrix of 

system (2) at the origin, 

iii.    (        ), 

where                                   
                                and            

      are elements of the Jacobian matrix of 

system (2) at the origin (for more detail on Hopf 

bifurcation also reader can consult (Ameen, et al., 

2009), (Salih, 2009) and (Salih & Ameen, 2008)). 

Then the Hopf bifurcation take place at a point, 

Hopf point, on the surface 

 

                               and                        
(4) 

 

Using the following change of variables with 

Hopf conditions 

                

[
 
 
 
 

 

 ]
 
 
 

 [

  
 

  

  
 

 

     

]

[
 
 
 
 
  

  

  ]
 
 
 
 

                          

(5) 

we can write system (2) as  

 

 ̇        (          )                              

              ̇      
 

 
 (          )                            

(6) 

 ̇          (          )                          

where   √   and  

 

 (        )   
      

 

     
 
(       )      

     
 
(            )    

 (     )
 

 

   (     )
(   (      

    

  )   
  (          

     
     

           )     
 

   (     )
(      

    

      
          )  

    
 

There are two methods to solve the centre 

problems of system (6) at the Hopf point. The 

classical method which is called Lyapunov Centre 

Theorem (for more detail see (Bibikov, 1979)) and 

the inverse Jacobi multiplier is the modern method 

(for more detail on this method see (Berrone & 

Giacomini, 2003) and (Buica, et al., 2012)).  The 

nonzero smooth function   is called inverse 

Jacobi multiplier of system (6), if it satisfies the 

following partial differential equation: 

                               

                        ( )       ( )                                      
(7)   

 

where   is a vector field associated to (6) and     

refers  to the divergence operator. Using inverse 

Jacobi multiplier, Buică, et al.  (2012) solves the 

centre problem by the following theorem. 

 

Theorem 1. System (6) has a centre at the origin 

if and only if it admits a local analytic inverse 

Jacobi multiplier of the form  (        )      
  in a neighborhood of the origin in   . 

Moreover, when such   exists, the local analytic 

centre manifold,   , lies in    ( )  
 

Remark 1. The Hopf critical point         is a 

centre of system (2) if and only if there is an 

inverse Jacobi multiplier    at the Hopf point 

where   (  )   .  

 

Mahdi (2013) has studied the center problem of 

system (2) which has quadratic nonlinearities.  For 

the existence of a center, the necessary and 

sufficient conditions were found. In this article, 

the inverse Jacobi multiplier is used to find centre 

conditions on the centre manifold of system (2). 

Then, we perturbed the parameters to obtain a 

number of bifurcated periodic orbits. 

https://www.powerthesaurus.org/in_such_case/synonyms
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The layout of the article is as follows. The 

sufficient conditions for the existence of a centre 

are studied in section one. The summery of the 

cyclicity technique is presented in section two. 

Section Three is devoted to apply the cyclicity 

technique to find number of periodic orbits 

bifurcating from centre for the third order 

differential equation. The conclusions are finally 

made. Throughout this paper, MAPLE software is 

used to verify calculations and also to plot figures. 

 

1. CENTRE CONDITIONS 

The primary purpose of this section is to present 

sufficient conditions for the existence of the Hopf 

bifurcation and the centre on the centre manifold 

in the three dimensional system (2).  The Hopf 

critical point is called centre if there exists a 

neighborhood   of the point such that all orbits 

are periodic on it. Furthermore, if all the orbits 

have the same period, it is called isochronous 

center (Ameen, 2015). 

 

Proposition 1. System (2) has a Hopf point at the 

origin if and only if the following conditions are 

satisfied: 

 

                         and                                 
(8) 

 

Proof: First, we shall prove the necessary 

conditions (8) and let the origin be a Hopf point. 

The characteristic equation of the Jacobian matrix 

of system (2) at the origin is given by 

 

                                                               
(9) 

 

If we compare the equation above with equation 

(3), the following values of      and   are 

obtained: 

 

                         and    .                           

(10) 

 

Since the origin is a Hopf point, then the 

parameters in equation (10) satisfy equation (4): 

 

                          
     and            and       

Therefore, the conditions are held. 

 

Conversely: We shall prove sufficiency. Assume 

that            and    . Since    , 

we can assume that      . The Jacobian 

matrix of system (2) at the origin becomes 

                              [
   
   
     

]                                 

(11) 

 

and its eigenvalues are          and     . 

This means that the Jacobian matrix of system (2) 

at the origin has a pair of purely imaginary and a 

nonzero eigenvalues. Thus, the origin is a Hopf 

point.                                                           □ 

 

Now, we are looking for the inverse Jacobi 

multiplier function for system (2). The vector field 

of the system is denoted by   : 
 

               (  (     )   (     )   (     ))          
(12) 

 

which is a quadratic vector field and we let V be 

an inverse Jacobi multiplier for system (2), which 

is defined by 

 

  ∑∑∑ (         )             

 

   

 

   

 

   

    

 

            
                              

 

           
 

                
                          

      ,     (13) 

 

where                          
 

Proposition 2. System (2) has an inverse Jacobi 

multiplier if and only if one of the following 

conditions are satisfied: 

 

     *    
  (    )           
            ( 

   )+  
      *      

               
   +  

       {   
  

 
                    }  
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      *      
                 

         +  

where    √   . 

 

Proof. First, we shall prove that the conditions 

         and    are necessary. Assume that 

system (2) has an inverse Jacobi multiplier,  , 

which is defined in (13). Then it satisfies the 

following partial differential equation 

 

 ( )       ( )  
 

where   is a vector field of (2) which is defined in 

(12): 

 

 ( )  
  

  
  (     )  

  

  
  (     )

 
  

  
  (     ) 

      (                               ) 
 (        

                             )    (        
         

                 )(            
  (       )) 

         

and 

    ( )  
   (     )

  
 
   (     )

  

 
   (     )

  
 

                                       . 

 

After solving  (  )     ( )     , the set of 

solutions          and    can be obtained.  

 

Conversely: We shall now prove sufficiency. 

Assume that condition    holds. Thus, we 

consider the vector field of system (2) 

 

  (                      (    )   

              (    )             )  
 

From 

 (  )        ( )    
where 

  ∑∑∑ (         )  
           

 

   

 

   

 

   

 

 

and         (    )         is divergent 

of the vector field   , the following function is 

obtained 

 

        (     )    (    )  
       

 

which is the inverse Jacobi multiplier of system 

(2). 

 

Assume condition    holds. The vector field of 

system (2) becomes: 

 

  (                     
  

        

               ) 
 

from  ( )        , where   defined above and 

                is divergent of  , the 

following inverse Jacobi multiplier is obtained 

 

                                                                  
(14) 

 

Assume condition    holds. Then the vector field 

of system (2) is given by 

 

  (    (            
 

 
         )) 

 

from  ( )         where        and   

defined above, we obtain the following inverse 

Jacobi multiplier for system (2) 

         

 
   

 . 

 

Assume condition    holds. Then, we consider the 

vector field of system (2) 

 

  (                           

       ) 
 

from  ( )         where            and 

  defined above, the following inverse Jacobi 

multiplier is obtained  

 

                                                         
□ 

 

The inverse Jacobi multiplier is used to find 

sufficient conditions for a critical point to be a 

centre for the three dimensional system (2). The 
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explicit formula for the inverse Jacobi multiplier 

for system (2) is given by the following 

propositions. 

 

Proposition 3. The Hopf critical point at the 

origin is center of system (2) if the parameters 

satisfy the following conditions 

     *    
  (    )           
            ( 

   )+  
      *      

               
   + 

       *   
  

 
                    + 

      *      
                 

        +. 
 

Proof. It is easy to prove the above proposition by 

finding the inverse Jacobi multiplier 

corresponding to each set of conditions (Buica, et 

al., 2012). The inverse Jacobi multiplier 

corresponding to each set of conditions and 

passing through the origin are 

         (     )    (   
 )         Corresponding to    (see 

Figure 1 (a)), 

         Corresponding to    (see Figure 

2 (a)), 

          

 
   

  Corresponding to    

(see Figure 2 (b)), 

                     

Corresponding to    (see Figure 1 (b)). 

Since   (     )         for each case, 

then Theorem 1 indicates that the Hopf critical 

point at the origin is a centre.                                                                                                                       

  

Figure 1. (a): Phase portrait of system (2) satisfying 

conditions 𝜏  , 𝜔  𝑎   , with initial points (0.01, 0.01, 

-0.0102), (0.02, 0.02, -0.0208), (0.03, 0. 03, -0.0318). The 

green point is the critical point and the red plane is the 

inverse Jacobi multiplier 𝑉(𝑥 𝑦 𝑧)  (𝜔  𝜔 )𝑥  
 (𝜔   )𝑥𝑧  𝑦  𝑧  𝜔 𝑥  𝑧  

(b) Phase portrait of system (2) satisfying conditions 𝜏  , 

𝜔  𝑎  𝛼   , with initial points (0.01, 0.01, -0.00995), 

(0.02, 0.02, -0.0198), (0.03, 0. 03, -0.02955). The magenta 

point is the critical point and the Niagara Azure plane is the 

inverse Jacobi multiplier 𝑉(𝑥 𝑦 𝑧)    
 
𝑎 𝑥

  𝜔 𝑥  𝑧  

(b) Phase portrait of system (2) satisfying conditions 𝜏  , 

𝜔  𝑎   , with initial points (0., 0.1, 0), (0.1, 0.2, -0.125), 

0.2, 0. 3, -0.3333333333). The magenta point is the critical 

point and the Niagara Azure plane is the inverse Jacobi 

multiplier 𝑉(𝑥 𝑦 𝑧)   𝜔 𝑥  𝑦   𝑥𝑧  𝜔 𝑥  𝑧  

Figure 2. (a): Phase portrait of system (2) satisfying 

conditions 𝜏  , 𝜔  𝑎  𝑎  𝛼   , with initial points 

(0, 0.1, 0), (0.1, 0.1, -0.1). The magenta point is the critical 

point and the Niagara Azure plane is the inverse Jacobi 

multiplier 𝑉(𝑥 𝑦 𝑧)  𝜔 𝑥  𝑧  
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2. A CYCLICITY TECHNIQUE IN    

In the bifurcation theory, one of the contemporary 

research areas is the bifurcation of limit cycles 

from centre. They are obtained by perturbing a 

focus or centre. Here, we consider system (6), the 

set of all parameters in  (        ) and the 

corresponding parameter space is denoted by   

and  , respectively.   

 In two dimensional systems, for the first time 

Christopher (2005) has explored a useful 

technique for examining the cyclicity 

bifurcating from the centre by linearizing the 

Liapunov quantities (Christopher, 2005).  Salih 

(2015) has generalized the technique to three 

dimensional systems to examine the cyclicity 

bifurcating from centres (Salih, 2015). In addition, 

Salih and Hasso, have used the same technique to 

study the bifurcated periodic orbits in a three 

dimensional system and the L ̈ system (Salih & 

Hasso, 2017). We summarize the technique which 

is used to estimate the cyclicity in three 

dimensional system as follows. 

1. A 

point will be selected for a centre variety. 

2. We linearize the Liapunov quantities 

around this point. 

3. We check the codimension of the point. If 

the codimension of the point be   where 

the first   linear terms of Liapunov 

quantities are linearly independent, then 

    limit cycles can be bifurcated by 

small perturbation. 

Composing the Liapunov function and finding its 

Liapunov quantities is a way to determine the 

number and stability of the limit cycles. In this 

method, we define a function of the form 

                      

 (     )    
    

 

 ∑  (        )

 

   

              (  ) 

where   

                  ∑ ∑  (         )  
      

   
  
  

   
 
     

 

For system (6) and the coefficients of    satisfy 

              

 ( )    (  
    

 )    (  
    

 ) 

   (  
    

 )     
                                                                                         

(16) 

where               are polynomials and the    
is the      Liapunov constant. We assume that 

       corresponds to the centre of system (6). 

Using a perturbation technique, the following are 

obtained      

          

                          

                                         
                                                                     
(17)                     

                                                     
       
 

where       and     are calculated at the 

unperturbed terms and       and     are obtained 

at the perturbed terms of first order (the terms of 

degree one in  ), and so forth. Both the Liapunov 

function    and the Liapunov quantity    have 

same degree in parameters which is  . Substituting 

equation (17) into equation (16), the following 

equations are obtained 

 

          
             (  

    
 )     (  

    
 )  

    (18) 

 

and more general, 

           

               (  
    

 )     (  
  

  
 )    (19) 

 

Solving the pair equations (18) simultaneously, 

the linear terms of the Liapunov quantities    

(modulo the        ) will be obtained. To obtain 

the higher order terms of the Liapunov quantities, 

equation (19) is used. 

 

3. CENTRE BIFURCATION FOR SYSTEM (2) 

In this section, the technique which is presented in 

the previous section is applied to examine the 

cyclicity bifurcating from the center at the origin 

of system (2) where the parameters fulfill the 
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conditions in Proposition 3. The main outcome of 

this section are the theorems below. 

 

Theorem 2. Four limit cycles can bifurcate from 

the critical point at the origin when the parameters 

in system (2) satisfy conditions    or    of 

Proposition 3, proved that      . 

   

Proof. When condition    hold, system (2) 

reduces to 

 

 ̇                                        
 ̇                                                                   
(20) 

 ̇                    (    )  

           
               (    )    
 

and the transformed system (6) is obtained 

where 

 

 (        )   
     

 

     
  

     

     
 

     
 

     
  

      

 (     )
 
(       )  

 

   
 .                       

(21) 

 

It is easy to define the Liapunov function of 

  of equation (6) which it satisfies       : 

 

   (      (        )     
 

 
 (        )          (        ) )   

 

where  (        ) is defined in (21) and 

  
   

    
 

 ∑∑∑ (         )

 

   

 

   

  
     

     
 

 

   

 

We choose a point from center variety, 

(                       ) 
 (  (    )        (   
 )           )  
and we let 

    
 (    )    ,          ,  

       ,         ,       ( 
  

 )    ,         ,        ,   
      ,        , 
where                          and    are 

parameters after perturbation in the system.  

 

Transformation (5) is also used for perturbed 

part of vector field of system (6). Using 

MAPLE software and solving equation (18), 

the following linear independent terms of 

Liapunov quantities are obtained: 

 

1.    
 

    
(           ) 

2.    
  

             
(          

      
        

      
      

      
    

        
      

     
       

       
       

      
      

      
    

       
      

       
       

               )  

3.    
 

(      )(     )(    )(     ) (    ) 
((                     ) 

   (       

                                                    ) 
   (          

                                                              ) 
   

(                                                                 

         ) 
   (                                                   

                          ) 
   (                                    

                                            ) 
   (                   

                                                           ) 
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(                                                                  

        ) 
  (                                                   

                 ) 
  (                                             

       ) 
                  )  

4.    
 

 ( )
, where 

   is a polynomial of                             and   which has 192 different monomials. 

  ( )  is an even polynomial of degree 40 which has 21 different monomials.  

5.    
 

 ( )
, where 

   is a polynomial of                             and   which has 336 different monomials. 

  ( )  is an even polynomial of degree 70 which has 36 different monomials.  

The origin critical point of system (2) is weak focus of order 4 if and only if 

1.   
 

  
(     ), 

2.    
 

      
(         

      
      

      
      

      
     

                  
    

   )  

3.   
 

 (                  )
  (             

         
         

                    
     

             
                    

         
         

         
          

       
     

            
        

         
                               ) 

4.   
 (                                                             )    

                                                                  
 

Since  

|

|

|

   
    

   
    

   
    

   
    

   
    

   
    

   
    

   
    

   
    
   
    

   
    
   
    

   
    
   
    

   
    
   
    

|

|

|

 
   

(    ) (     ) (     ) (      )
(                   

            
                                                                                         )
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and is not equal to zero, then by perturbing the 

coefficients of Liapunov quantities, in the 

neighborhood of the critical point, four limit 

cycles can be bifurcated from the critical point at 

the origin of system (2). 

 

Remark 2. By the same way, four limit cycles can 

be bifurcated from the origin of system (2) when 

the parameters satisfy condition    of Proposition 

3.  

 

Theorem 3. Three limit cycles can bifurcate from 

the critical point at the origin when the parameters 

in system (2) satisfy the conditions    or    of 

Proposition 3.   

 

 Proof. We suppose that parameters satisfy 

condition    of Proposition 3. When condition    

holds, system (2) reduces to 

 

 ̇                                       
 ̇                                                                              
(22) 

  ̇                   
           

             
and the transformed system (6) is obtained where 

 

 (        )   
  

 
     

  

  
     

(      )

    
  
     (23)   

 

 

 

It is easy to define the Liapunov function of    of 

system (6) which satisfies       : 

 

   (      (        )     
 

 
 (        )                (        )), 

 

where  (        ) is defined in (23) and 

  
   

    
 

 ∑∑∑ (         )  
     

     
 

 

   

 

   

 

   

  

We choose a point from center variety 

 

(                       )
 (                

       ) 
 

We let 

    
    ,         ,         ,  

    
    ,                  , 

      ,      
    ,     

    , 
 

where                         and    are 

parameters after perturbation in the system. 

Transformation (5) is also used for perturbed part 

of vector field of system (6). Using MAPLE 

software and solving equation (18), the following 

linear independent terms of Liapunov quantities 

are obtained:

1.    
 

    
(           )  

2.    
 

 (         )
(           

      
       

     
       

        
    

       
      

     
      

      
       

                 )  

3.    
 

 (                )
(              

        
         

       
       

    

           
       

       
        

       
       

       
       

    

         
       

       
     

       
       

       
            

       )  

4.    
 

  (                  )
(               

        
         

        
    

            
        

       
        

        
       

        
    

           
        

       
       

     
       

       
        

    

               ))  

The origin critical point of system (2) is weak focus of order 3 if and only if 

1.     
 

  
(     ), 
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2.     
  

 (     )
   (           

      
       

     
      

     
      

    

        
          )    

3.      
 

   (                )
  (            
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and it is not equal to zero, then by perturbing the 

coefficients of Liapunov quantities, in the 

neighborhood of the critical point, three limit 

cycles can be bifurcated from the critical point at 

the origin of system (2). 

 

Remark 3. By the same way, three limit cycles 

can be bifurcated from the origin of system (2) 

when the parameters satisfy condition    of 

Proposition 3. 

 

4. CONCLUSIONS  

The centre bifurcation of a third order differential 

equation (1) is studied by using a simple 

technique to estimate the cyclisity bifurcating 

from centre (see (Salih, 2015) and (Salih & Hasso, 

2017)). Four sets of sufficient condition of 

parameters for the existence of a centre are 

obtained. When we perturbed the parameters, by 

taking the linear parts of the corresponding 

Liapunov quantities of the perturbed system, a 

number of bifurcated periodic orbits have 

appeared. As a result, four limit cycles can be 

bifurcated from two sets of condition and three 

limit cycles from the other two sets of condition. 
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A B S T R A C T: 
         Cross-sections of the (α,n) medium elements reactions as a function of energies of  alpha (α)-particle such as 

45
Sc(α,n)

48
V , 

48
Ti(α,n)

51
Cr  ,  

51
V(α,n)

54
Mn , 

50
Cr(α,n)

53
Fe  , 

55
Mn(α,n)

58
Co  , 

54
Fe(α,n)

57
Ni  , 

59
Co(α,n)

62
Cu  , 

62
Ni(α,n)

65
Zn  ,  

63
Cu(α,n)

66
Ga , 

and  
66

Zn(α,n)
69

Ge have been interpolated from threshold to 10 MeV in step of 0.05 MeV by using the Program of MATLAB. 

Weighted averages of the Cross-sections in (mb) have been utilized to calculate the astrophysical S-factor and thermonuclear 

reaction rates as a function of the energy of the center of mass, Ec.m. and T9 Which is the temperature in units of      (    
        

respectively. Polynomial relationships have been utilized to fit the computed astrophysical S-factor and thermonuclear reaction 

rates to determine the astrophysical S-factor at various Ec.m. and thermonuclear reaction rates at various T9 from best fitting 

equations with the minimum Chi-Square. Empirical formulae of  set of reactions 
45

Sc(α,n)
48

V , 
48

Ti(α,n)
51

Cr  ,  
51

V(α,n)
54

Mn , 
55

Mn(α,n)
58

Co   , 
59

Co(α,n)
62

Cu  , and  
45

Sc(α,n)
48

V , 
48

Ti(α,n)
51

Cr  ,  
51

V(α,n)
54

Mn , 
55

Mn(α,n)
58

Co  , 
62

Ni(α,n)
65

Zn  , 
66

Zn(α,n)
69

Ge have been utilized to compute astrophysical S-factor as a function of Ec.m. and Z and thermonuclear reaction rates  as 

a function of T9 and the target nucleus atomic number Z. The results have been compared with the embraced astrophysical S-

factor and thermonuclear reaction rates that have been calculated from the fitting equations which have a good agreement. 

 
 

KEY WORDS: Cross-sections; astrophysical S-factor; thermonuclear reaction rates; Gamow factor; Gamow energy; Sommerfeld 

parameter. 

DOI: http://dx.doi.org/10.21271/ZJPAS.32.2.8 

ZJPAS (2020) , 32(2);72-86   .       

 

 

 

INTRODUCTION : 

 

The astrophysical S-factor, S(E), has covered a 

large area which used in the field to remove the 

energy dependence of the Coulomb barrier 

penetration from the cross-section,      (Jose, 

2016). As stellar energies are much lower than the 

Coulomb barrier, the cross sections hardly depend 

on energy (Descouvemont, 2011). 

 

 

 

 

 

 

Thermonuclear reactions play an important 

role in supplying the major source of energy in 

stars in particular during hydrogen burning. This 

burning process in the stellar interiors consists of 

the proton-proton (pp) chain and the carbon-

nitrogen-oxygen (CNO) cycle (Abdul Aziz, 2008). 

The quantity of interest in computing 

thermonuclear reaction rates for astrophysical 

aims is NA< σv>, which is the product of 

Avogadro’s number with the average value of the 

cross section times velocity, averaged over a 

Maxwell-Boltzmann distribution of temperature 

(Roughton et al., 1983). Total Cross-sections of 
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the (α,n) medium element reactions, that is a 

function of center of mass energy, have been 

calculated by a few authors, which are reminded 

by various references such as 
45

Sc(α,n)
48

V(Vlieks, 

Morgan and Blatt, 1974; Hansper et al., 1989; 

Haider, 2012) , 
48

Ti(α,n)
51

Cr(Chang et al., 1973; 

Vonach, Haight and Winkler, 1983; Levkovski, 

1991; Morton et al., 1992; Baglin, Coral et al., 

2004), 
51

V(α,n)
54

Mn (Levkovski, 1991; Hansper 

et al., 1993; Sonzogni et al., 1993; Peng, He and 

Long, 1999; Noori, 2008; Haider, 2012), 
50

Cr(α,n)
53

Fe(Vlieks, Morgan and Blatt, 1974; 

Morton et al., 1994; Haider, 2012) , 
55

Mn(α,n)
58

Co(Rizvi et al., 1989; Levkovski, 

1991; Tims et al., 1993; Haider, 2012)  , 
54

Fe(α,n)
57

Ni (Houck and Miller, 1961; Vlieks, 

Morgan and Blatt, 1974; Tims et al., 1991; 

Haider, 2012) , 
59

Co(α,n)
62

Cu(Stelson and 

McGowan, 1964; D`auria et al., 1968; Zhukova et 

al., 1972; Tims et al., 1988; Noori, 2008)  , 
62

Ni(α,n)
65

Zn (Stelson and McGowan, 1964; 

Levkovski, 1991; Haider, 2012) ,  
63

Cu(α,n)
66

Ga(Stelson and McGowan, 1964; 

Zhukova et al., 1970; Haider, 2012) , and  
66

Zn(α,n)
69

Ge(Stelson and McGowan, 1964; 

Levkovski, 1991) respectively. The goal of this 

work is to determine the empirical formulae to 

compute the astrophysical S-factor, S(E), and 

thermonuclear reaction rates, NA<σv>, utilizing 

the altered cross- sections of the reactions of the 

medium elements. The outcomes were compared 

with those published in the previous work. 

 

2. Theory 

Atomic masses of each medium element and 

isotopes related to this present work have been 

taken from the nuclear wallet cards published by 

the National Nuclear Data Center (NNDC) (Tuli, 

2011). The  -Value of the reaction        , is 

defined as the difference between the initial and 

the final rest mass energies (Meyerhof, 1967): 

 
                     ]                   (1) 

 

Where (                         are the atomic 

masses of the incident, target particles, product 

nucleus and neutron (outgoing particle), 

respectively and (   = 931.494013 MeV/u; where 

u=atomic mass unit (amu) =1.66×10
–27

 kg). This 

equation is called the Q-value equation. If Q is + 

ive, the reaction called exoergic; if Q is - ive, it is 

endoergic.  

The amount of energy needed for an 

endoergic reaction is called the threshold energy 

and can be calculated easily (Kaplan, 1962). 

 

                     
  

  
                                   (2) 

 

Fusion requires two (or more) interacting particles 

to approach closely enough, within the short range 

of the (attractive) strong nuclear force,   10
−15

 m, 

to construct a new nucleus with A = A1+A2.  

The so-called height    of the barrier is its 

maximum value, which occurs at the nuclear 

radius, and is (Evans, 1955).    

 

   
     

 

 
                                                      

 

Where   and    are the charges of the projectile 

and target nuclei, and    and             is 

their separation,   is the charge of electron     
            , and the radius of the nucleus is 

given by                  cm, where   is 

the mass number (atomic weight) (Shaviv, 2012). 

Then Eq. (3) leads to   

 

              
    

   
(

    

  
   

   
   )                              (4)     

 

    Where     is the coulomb barrier (Coulomb 

energy) in    ,   
   

        
   

  are the mass 

numbers of   the charges of bombarding and 

targeting nuclei respectively.    

The astrophysical S-factor, S(E), in the 

unit (   - ) is related to the cross-section by (Li, 

J. et al., 2012): 

 
                                                     (5) 

 

Where       the  center-of-mass energy         

in    ,      is the cross-section of the reaction 

in (mb),      is the Gamow factor, and   is 

Sommerfeld parameter (Angulo et al., 1999): 

 

      
      

  
           √

    

      
                  (6) 

 

,   is Planck’s constant over    (1.0546 × 10
-27

 

ergs),   is the relative velocity, μ is the reduced 

mass. The Gamow factor G (E) or      can be 

written as in (Jose, 2016): 

                       √
    

      
                      (7) 

The reduced mass μ in u (amu) is determined by 

the relationship (Clayton, 1968): 
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                                    (8) 

 

Where   and    represent the masses of the 

bombarding and target nucleus in units of (amu), 

respectively. The energy of the center of mass of 

pair of particles         is related to the laboratory 

energy,       of the projectile particle by the 

equation (Meyerhof, 1967):  

 

      
  

     
                                (9) 

 

The Gamow energy      in     (Brown, 2015):   

 
                  

              
                 (10) 

 

Where   
 

   
 

  

  
  is the fine-structure constant. 

 The thermonuclear reaction rates,    〈  〉  in unit 

                (Angulo et al., 1999): 

 

      〈  〉  ( 
 

  
 )

    

          ∫             
 

 

                                

 

Where    is the Avogadro’s number (       
          ),    is the Boltzmann’s constants 

(               ), and 

                     respectively. Eq. (11) 

leads to (Angulo et al., 1999): 

 

  〈  〉                   
    

∫                   
 

 

                    
 

Where      is the temperature in units of      

(            

The weighted averages of the Cross-sections of 

medium elements         and the uncertainty 

(errors)         are expressed by the following 

Eqs. (Bevington and Robinson, 2003): 

 

       
∑ (     

   

∑      
   

                                                

 

Where     and          are the cross-section and 

the uncertainties of         reference, relating to 

each value of   , 

         
 

√∑      
   

                                                     

 

The considered formalism type is the polynomial 

fit expression of the shape: 

            
     

         ∑   
 

 

   

          

 

This polynomial is obtained by the Excel 

computer program (Format Trendline). 

Where                  are free parameters 

(coefficients of polynomial), and     
             , and 

        ∑    
 

 

   

                                                   

Are considered in this work, then by combining 

the Eqs. (15) & (16), the following relation has 

been acquired: 

  ∑ ∑    
 

 

   

   

 

   

                                                  

Where Y=ln[S(E)] or ln[NA<σv>], (i=0,1,2,…M), 

(j=0,1,2,…N), (C00,C01,C02,….) are coefficients of 

polynomials, K is the energy of the center of mass 

or T9 according to the S(E) or NA<σv>,  and X is 

atomic number Z. The Excel computer program 

has been utilized to acquire the best fit 

relationship corresponding to various energies 

ranges near threshold up to        in the center 

of mass system or T9 ranges from (1 to 10) 10
9
K. 

The data of these extents were avoided in each 

step, till a possible value of the determination 

coefficient      was come to. The best fit 

adopted data was acquired with increasing order 

to supply the minimum value of Chi-Square (  ) 

by using the Eq. (Belgaid et al., 2005):  

 

   
 

     
∑(

    
      

 

     
 

)

  

 

                          

 

Where    is the data points’ number,    is the 

fitting coefficients number,     
  and       

   are 

the experimental (adopted value) of        ] or 

     〈  〉] and its error (uncertainty) 

respectively,     
  is the calculated        ] or 

     〈  〉]. 
 

3. Data Reduction and Analysis 

The Atomic masses have been taken into 

consideration to determine the Q-Value, threshold 

energy, Coulomb barrier, reduced mass, and the 

ratio between (Ec.m./Elab.) of       medium 

elements reactions using the Eqs. (1, 2, 4, 8, and 

9); the results have been shown in the table (1). 

Eqs. ( 6,7,10, and 5 )  taken into consideration to 
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determine the Sommerfeld parameter(η), Gamow 

factor G(E), Gamow energy (EG), and the S-factor 

of astrophysical, S(E) of the (α,n) medium 

element reactions.  The results are shown in table 

(2). The cross-sections of (α,n) reactions of  

medium elements in present work such as (
45

Sc, 
48

Ti, 
51

V, 
50

Cr, 
55

Mn, 
54

Fe, 
59

Co, 
62

Ni, 
63

Cu, and 
66

Zn), which are available in the literature review 

has been taken and plotted again, and using the 

MATLAB software to interpolate to acquire the 

cross-sections in fine step of  0.05 MeV. The 

weighted average of the altered Cross-sections of 

i
th

 references for the medium elements which 

cross-section      and uncertainty (Δ    have 

been computed by using Eqs. (13) and (14) 

respectively,. The acquired results have been 

utilized to calculate the astrophysical S-factor and 

thermonuclear reaction rates of (α,n) reactions as a 

function of the center of mass energies       by 

using eq. (5) and (12). The acquired equations to 

compute the S-factor of the reminded reactions are 

shown in Table 2.  

The final formula for each astrophysical S-factor, 

     and thermonuclear reaction rates   〈  〉 is 

shown in Eq. (17) where          ]  or  

        〈  〉]. 
 

 

 

 

Table 1. Q-Value, threshold energy (Ethreshold), Coulomb barrier Ec, reduced mass (𝞵), and the ratio between 

(Ec.m./Elab.) of       medium elements reactions. 

( ,n) 

Medium Element 

Reaction 

Q-value 

(MeV) 

E threshold (MeV) 
Coulomb Barrier 

Ec (MeV) 

Reduced 

Mass ( ) 

(amu) 

Ec.m./Elab. 
Lab. System C.M. System 

45Sc(α,n)48V -2.241E+00 2.440E+00 2.241E+00 9.044E+00 3.675E+00 9.182E-01 
48Ti(α,n)51Cr -2.687E+00 2.911E+00 2.687E+00 9.334E+00 3.694E+00 9.230E-01 
51V(α,n)54Mn -2.294E+00 2.474E+00 2.294E+00 9.622E+00 3.711E+00 9.272E-01 
50Cr(α,n)53Fe -4.961E+00 5.359E+00 4.961E+00 1.009E+01 3.706E+00 9.258E-01 

55Mn(α,n)58Co -3.512E+00 3.767E+00 3.512E+00 1.027E+01 3.731E+00 9.321E-01 
54Fe(α,n)57Ni -5.817E+00 6.249E+00 5.817E+00 1.073E+01 3.726E+00 9.309E-01 
59Co(α,n)62Cu -5.089E+00 5.434E+00 5.089E+00 1.091E+01 3.748E+00 9.364E-01 
62Ni(α,n)65Zn -6.480E+00 6.899E+00 6.480E+00 1.119E+01 3.760E+00 9.393E-01 
63Cu(α,n)66Ga -7.502E+00 7.979E+00 7.502E+00 1.154E+01 3.763E+00 9.402E-01 
66Zn(α,n)69Ge -7.445E+00 7.897E+00 7.445E+00 1.181E+01 3.774E+00 9.428E-01 

 

Table 2. The Sommerfeld parameter(η), Gamow factor G(E), Gamow energy (EG), and the astrophysical S-

factor, S(E) of the (α,n) medium elements reactions 

( ,n) 

Medium Element 

Reaction 

Sommerfeld 

Parameter 

η 

Gamow factor 

G(E) 

Gamow Energy 

Eg(MeV) 

 

Astrophysical S-factor 

S(E) 
45Sc(α,n)48V 1.268E+01/√      7.967E+01/√      6.348E+03 Ec.m.σ(E)Exp(7.967E+01/√       
48Ti(α,n)51Cr 1.331E+01/√      8.368E+01/√      7.003E+03 Ec.m.σ(E)Exp(8.368E+01/√       
51V(α,n)54Mn 1.395E+01/√      8.769E+01/√      7.689E+03 Ec.m.σ(E)Exp(8.769E+01/√       
50Cr(α,n)53Fe 1.455E+01/√      9.143E+01/√      8.360E+03 Ec.m.σ(E)Exp(9.143E+01/√       

55Mn(α,n)58Co 1.520E+01/√      9.556E+01/√      9.132E+03 Ec.m.σ(E)Exp(9.556E+01/√       
54Fe(α,n)57Ni 1.580E+01/√      9.932E+01/√      9.865E+03 Ec.m.σ(E)Exp(9.932E+01/√       
59Co(α,n)62Cu 1.646E+01/√      1.034E+02/√      1.070E+04 Ec.m.σ(E)Exp(1.034E+02/√     ) 
62Ni(α,n)65Zn 1.709E+01/√      1.074E+02/√      1.154E+04 Ec.m.σ(E)Exp(1.074E+02/√       
63Cu(α,n)66Ga 1.771E+01/√      1.113E+02/√      1.240E+04 Ec.m.σ(E)Exp(1.113E+02/√       
66Zn(α,n)69Ge 1.835E+01/√      1.153E+02/√      1.330E+04 Ec.m.σ(E)Exp(1.153E+02/√       

 

 

 

4. Results and Discussion 

In general, we can write Eq. (15), and instead of   

insert center of mass energies        Then the Eq. 

(15) becomes  
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 ∑   
 

 

   

                   

Where (C0, C1, C3 …) are free parameters, K are 

parameters that represent the C.M energy or T9, 

(i=0, 1, 2, 3… M), and Y=ln[S-factor (MeV-b)] or 

Y=ln[NA<σv> (cm
3
mol

-1
s

-1
)]. 

4.1. Astrophysical S-factor Empirical Formulae 

The adopted astrophysical S-factor has been used 

to acquire the fitting parameters by using the 

expressions of the polynomial (18), (20) and (19) 

as shown in the steps:  

1. The polynomial relations which are utilized in 

eq. (19) to fit the computed astrophysical S-factor, 

S(E) in the natural logarithm of the calculated 

elements to compute the adopted (taken on) 

natural logarithm of astrophysical S-factor from 

the best fitting with a minimum (     ) using Eq. 

(20). The acquired best fitting relations of the 

reminded reactions were presented in Eqs. (20, 21, 

22, 23, 24, 25, 26, 27, 28, and 29) for the reactions  
45

Sc(α,n)
48

V , 
48

Ti(α,n)
51

Cr  ,  
51

V(α,n)
54

Mn , 
50

Cr(α,n)
53

Fe  , 
55

Mn(α,n)
58

Co  , 
54

Fe(α,n)
57

Ni  , 
59

Co(α,n)
62

Cu  , 
62

Ni(α,n)
65

Zn  ,  
63

Cu(α,n)
66

Ga , 

and  
66

Zn(α,n)
69

Ge  respectively.  

 
 

45
Sc(α,n)

48
V            =  0.0247     

                  ]                        
                                                       (20) 

 
48

Ti(α,n)
51

Cr             = 0.086  

                    ]                      
                                      (21)  

 
51

V(α,n)
54

Mn            =  0.041 

                   ]              
                                                           (22)   

 
50

Cr(α,n)
53

Fe            = 0.682       

                   ]                        
                                                   (23)    

                                                                 
55

Mn(α,n)
58

Co            = 0.0015       

                   ]                        
                                                       (24) 
 
54

Fe(α,n)
57

Ni             = 0.051      

                   ]                        
                                                   (25) 

 
59

Co(α,n)
62

Cu            = 0.112 

                   ]                       
                                                      (26) 

 
62

Ni(α,n)
65

Zn             = 0.0056 

                   ]               
                                                           (27)     

 
63

Cu(α,n)
66

Ga             = 0.027 

                   ]                        
                                                     (28)   

 
66

Zn(α,n)
69

Ge           = 0.685E-03 

                   ]                        
                                                   (29) 

 

2. At fixed values of energy in center-of-mass, the 

change of the S-factor in natural logarithm with 

the Z has been fitted to the polynomial relation 

utilizing Eq. (19). The acquired results were used 

to determine the free parameters (coefficients of 

polynomial) (Ci).  

3. The free parameters Ci, were plotted against 

each value of the center of mass energies and 

fitted to sufficient the polynomial relation were 

shown in Eq. (16). 

4. The last formula of a set of reactions has been 

calculated by utilizing the combination of the two 

polynomials to show the systematic manner of the 

reactions which are shown in Eq. (17). The Y 

Variable is the astrophysical S-factor. 

 

4.1.1 The Empirical Formulae Relating the 

Astrophysical S-factor to Center of   

         Mass Energy and the Atomic Number Z 

of the Target Nucleus 
The empirical formulae related to the 

astrophysical S-factor (MeV-b) with both of 

center of mass energy Ec.m., and the atomic 

number Z were performed as the steps below:                                           

1- At fixed values of the center of mass energies 

from 5.5 to 10 MeV in steps of 0.25 MeV for the  
45

Sc(α,n)
48

V , 
48

Ti(α,n)
51

Cr  ,  
51

V(α,n)
54

Mn 

,
55

Mn(α,n)
58

Co  , and  
59

Co(α,n)
62

Cu  reactions, 

the astrophysical S- factor in natural logarithm 

will vary with the atomic number(Z), as shown in 

Fig. (1). The data was fitted into the 

accompanying polynomial expression: 

    ∑   
 

 

   

                                              

Where          ]  and X=Z, with free 

parameters Ci (C0, C1, and C2). 

2- The S-factor, S(E), which is was adopted, has 

been utilized as a function of atomic number Z of 

target nucleus at the fixed center of mass energies 

using the computer program Excel to acquire the 

fitting relations and then it was utilized to 
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compute the fitting parameters. The acquired 

results are shown in Table 3. 

3- The obtained free parameters Ci (C0, C1, and 

C2), presented in Table (3) are plotted against with 

the fixed values of center of mass energies from 

5.5 to 10 MeV in step of 0.25 MeV as shown in 

Fig.(2), and then the acquired coefficients of 

polynomials Ci have been fitted to the polynomial 

expression below: 

                ∑    
 

 

   

                                

 

The combination of the two polynomials Eq. (30) 

and Eq. (31) takes the form of the formula below 

of energy ranged from 5.5 to 10 MeV in the step 

of 0.25 MeV: 

       ∑ ∑    
 

 

   

   

 

   

             

Where Y=ln[S(E)], X=atomic number Z  

 

  ∑     
      

 

 

   

     
                                                         

                  
        

        
    

    
        

        
        

    

                          
        

         (33) 

 

 Where (C00, C01, C02, C10, C11…. C22) are free 

parameters and their values are shown in the 

matrix below: 

[
 
 
 
 

 

                          
 

                         
 

                         ]
 
 
 
 

 

[
 
 
 
 

                                
 

                                    
 

                                     ]
 
 
 
 

 ,  

[
 
 
 
 

  

           
 

          
 

         

 

]
 
 
 
 

 

 

The acquired formula of a set of reactions 

such as 
45

Sc(α,n)
48

V , 
48

Ti(α,n)
51

Cr , 
51

V(α,n)
54

Mn 

,
55

Mn(α,n)
58

Co  , and  
59

Co(α,n)
62

Cu has been 

used to calculate the astrophysical S-factor S(E) 

for each of the above reactions and compared with 

the adopted astrophysical S-factor calculated from 

the fitting expressions and shown to be in a good 

agreement and the comparison of the two results 

are shown in Table (4). 

 

Table 3. Free parameters Ci (C0, C1, and C2) as a function of the energy of the center of mass . 

 

Ec.m. 

(MeV) 
C0 C1 C2 

5.5 -49.997 6.1814 -0.1106 

5.75 -41.303 5.3931 -0.093 

6 -34.449 4.7574 -0.0787 

6.25 -29.331 4.2685 -0.0675 

6.5 -25.812 3.9172 -0.0593 

6.75 -23.719 3.6906 -0.0538 

7 -22.843 3.5724 -0.0508 

7.25 -22.944 3.5423 -0.0497 

7.5 -23.743 3.5767 -0.0501 

7.75 -24.928 3.6484 -0.0515 

8 -26.154 3.7264 -0.053 

8.25 -27.038 3.7763 -0.054 

8.5 -27.164 3.7599 -0.0535 

8.75 -26.081 3.6355 -0.0508 

9 -23.304 3.3579 -0.0446 

9.25 -18.311 2.8781 -0.0339 

9.5 -10.548 2.1436 -0.0176 

9.75 0.5769 1.0983 0.0057 

10 15.687 -0.3175 0.0374 

 

Table 4. Comparison between polynomial fitting expression (Best Fitting) of the adopted astrophysical S-

Factor of (α,n) medium element reactions with those computed from Eq. (33). 

Ec.m
45

Sc(α,n)
48

V 
48

Ti(α,n)
51

C 
51

V(α,n)
54

Mn 
55

Mn(α,n)
58

Co   
59

Co(α,n)
62

Cu 
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. 

(Me

V) 

ln[S-

factor(Me

V-b)] 

(Best 

Fitting) 

4.04% 

ln[S-

factor(M

eV-b)] 

(Formula

) 

ln[S-

factor(Me

V-b)] 

(Best 

Fitting) 

4.215% 

ln[S-

factor(

MeV-

b)] 

(Form

ula) 

ln[S-

factor(M

eV-b)] 
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Fitting) 
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ln[S-

factor(

MeV-

b)] 

(Formul

a) 

ln[S-

factor(M

eV-b)] 
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Fitting) 

3.028% 

ln[S-

factor(

MeV-

b)] 

(Formul

a) 

ln[S-

factor(MeV

-b)] 

(Best 

Fitting) 

1.974% 

ln[S-

factor(Me

V-b)] 

(Formula) 
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368 
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.275 
33.897 

35.503±1
.075 

35.819 
36.214±0.7

15 
37.067 

5.75 
30.873±1.

247 
31.182 

32.466±1.
368 

32.584 
33.375±1

.269 
33.821 

35.422±1
.073 

35.803 
36.473±0.7

20 
37.128 

6 
30.679±1.

239 
31.048 

32.325±1.
363 

32.467 
33.216±1

.263 
33.727 

35.319±1
.069 

35.769 
36.645±0.7

23 
37.174 

6.25 
30.473±1.

231 
30.899 

32.087±1.
352 

32.334 
33.054±1

.256 
33.615 

35.193±1
.066 

35.716 
36.737±0.7

25 
37.203 

6.5 
30.255±1.

222 
30.735 

31.791±1.
340 

32.183 
32.886±1

.250 
33.484 

35.046±1
.061 

35.645 
36.758±0.7

26 
37.217 

6.75 
30.026±1.

213 
30.556 

31.472±1.
327 

32.016 
32.712±1

.243 
33.336 

34.881±1
.056 

35.556 
36.715±0.7

25 
37.216 

7 
29.787±1.

203 
30.362 

31.154±1.
313 

31.832 
32.527±1

.236 
33.170 

34.698±1
.051 

35.449 
36.618±0.7

23 
37.198 

7.25 
29.539±1.

193 
30.152 

30.853±1.
300 

31.631 
32.329±1

.229 
32.986 

34.498±1
.045 

35.324 
36.474±0.7

20 
37.165 

7.5 
29.281±1.

183 
29.928 

30.577±1.
289 

31.413 
32.117±1

.221 
32.784 

34.284±1
.038 

35.180 
36.292±0.7

16 
37.117 

7.75 
29.015±1.

172 
29.689 

30.328±1.
278 

31.179 
31.887±1

.212 
32.564 

34.056±1
.031 

35.019 
36.079±0.7

12 
37.052 

8 
28.741±1.

161 
29.434 

30.096±1.
269 

30.928 
31.637±1

.203 
32.326 

33.816±1
.024 

34.839 
35.844±0.7

08 
36.972 

8.25 
28.459±1.

150 
29.165 

29.865±1.
259 

30.659 
31.365±1

.192 
32.070 
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36.637 
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28.266 
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218 
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32.766±0
.992 
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30.867 
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.984 
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36.335 

9.5 
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.975 
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80 
36.161 

9.75 
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27.232 
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28.696 
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.107 
30.157 

31.923±0
.967 
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34.264±0.6

76 
35.971 

10 
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.088 
29.776 

31.639±0
.958 
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74 
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Fig. 1. The variation of the natural logarithm of the astrophysical S-factor S(E) with the atomic number (Z) 

for the 
45

Sc(α,n)
48

V , 
48

Ti(α,n)
51

Cr  ,  
51

V(α,n)
54

Mn ,
55

Mn(α,n)
58

Co  , and  
59

Co(α,n)
62

Cu reactions at fixed 

values of center of mass energies. 
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 (c) 

Fig. 2. Ci coefficients against the center of mass energy, for C0 ,C1, and C2 respectively. The solid line 

represents the fitted curve through the data.  

 

4.2. Thermonuclear Reaction Rates Empirical 

Formulae 

The adopted thermonuclear reaction rates NA<σv> 

have been utilized to acquire the fitting parameter 

by utilizing the polynomial expressions (16), (18) 

and (19) by the steps below:  

1. Polynomial expressions were utilized in eq. 

(19) to fit the computed thermonuclear reaction 

rates natural logarithm NA<σv> of the thoughtful 

medium elements to set the embraced natural 

logarithm of thermonuclear reaction rates NA<σv> 

from the best fitting with a minimum (     ) 
utilizing Eq. (18). The acquired best fitting 

relationships of the remembered reactions are 

shown in Eqs. (34, 35, 36, 37, 38, 39, 40, 41, 42, 

and  43)  for the reactions 
45

Sc(α,n)
48

V , 
48

Ti(α,n)
51

Cr  ,  
51

V(α,n)
54

Mn , 
50

Cr(α,n)
53

Fe  , 
55

Mn(α,n)
58

Co  , 
54

Fe(α,n)
57

Ni  , 
59

Co(α,n)
62

Cu  , 
62

Ni(α,n)
65

Zn  ,  
63

Cu(α,n)
66

Ga , and  
66

Zn(α,n)
69

Ge respectively. 
45

Sc(α,n)
48

V           = 1.064 

     〈  〉               ]                    
                                                                                                                                                                        
(34)             

                      
48

Ti(α,n)
51

Cr          =1.216  

     〈  〉               ]                     
                                       (35) 

 
51

V(α,n)
54

Mn          =0.979 

     〈  〉               ]                      
                                         (36) 

 
50

Cr(α,n)
53

Fe         =0.445 

     〈  〉               ]                     
                                                   (37) 

 
55

Mn(α,n)
58

Co         =0.318                                                   

     〈  〉               ]              
                                              (38) 

 
54

Fe(α,n)
57

Ni         =0.57 

     〈  〉               ]               
                                             (39) 

 

 
59

Co(α,n)
62

Cu        =0.849 

     〈  〉               ]                    
                                                                                                   
(40) 

 
62

Ni(α,n)
65

Zn         =0.597 

     〈  〉               ]              
                                             (41) 

 
63

Cu(α,n)
66

Ga            = 1.475 

     〈  〉               ]                        
                                                                                                                                                                                             
(42) 
66

Zn(α,n)
69

Ge          = 0.422 

     〈  〉               ]                        
                                                                                                                                                                                              
(43)  

2. At fixed values of T9, the variation of the 

natural logarithm of the thermonuclear reaction 

rates with the physical parameter atomic number 

Z has been fitted to the polynomial expression 

utilizing Eq. (19). The acquired outcomes are 

contemplated to set the coefficients of 

polynomials (Ci). 

3. The coefficients of polynomials Ci, are plotted 

versus each value of T9 and fitted to satisfactory 

C2 = 0.0027E2 - 0.0217E - 0.0466 
R² = 0.7585 
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the polynomial expression were shown in Eq. 

(16). 

4. The last formula of a set of reactions has been 

determined by utilizing the combination  of the 

two polynomials to show the systematic manner 

of the reactions, which is shown in Eq. (17). The 

Y Variable is the thermonuclear reaction rates. 

 

 

 

4.2.1. The Empirical Formulae Relating the 

Thermonuclear Reaction Rates to  T9 and the 

Atomic Number Z of the Target Nucleus 

The empirical formulae relating to the 

thermonuclear reaction rates NA<σv> (cm
3 

s
-1

 mol
-

1
) with both T9 and Z were performed as the steps 

below: 

1- At fixed values of the T9 from 6 to 10 10
9 

K in 

steps of 0.25 10
9 

K for the 
45

Sc(α,n)
48

V , 
48

Ti(α,n)
51

Cr  ,  
51

V(α,n)
54

Mn , 
55

Mn(α,n)
58

Co , 
62

Ni(α,n)
65

Zn  , and  
66

Zn(α,n)
69

Ge reactions, the 

natural logarithm of the thermonuclear reaction 

rates will vary with the atomic number Z this 

shown in Fig. (3). The data fitted to the 

polynomial expression as the same as Eq. (30), 

Where        〈  〉], X=Z, with free 

parameters Ci (C0, C1, and C2).  

2- The adopted thermonuclear reaction rates have 

been used as a function of Z at fixed T9 utilizing 

the computer program Excel to acquiring the 

fitting expressions and then used to calculate the 

fitting parameters. The obtained results are 

presented in Table (5). 

3- The obtained free parameters Ci (C0, C1, and 

C2), as presented in Table (5) are plotted versus 

with the fixed values of T9 from 6 to 10 10
9
K in 

steps of 0.25 10
9
K as presented in Fig.(4),and then 

the acquired coefficients of polynomials Ci have 

been fitted to the polynomial expression: 

        ∑     
 

 

   

                      

The combination of the two polynomials Eq. (30) 

and Eq. (44) takes the shape of the following 

formula range T9 from 6 to 10 10
9
K in steps of 

0.25 10
9
K: 

    ∑ (∑     
 

 

   

)   

 

   

               

Where Y=ln[NA<σv>], T9 is the temperature in 

10
9
K, and X=atomic numberZ  

    ∑      
       

       
    

 

   

 

       
         

         
         

    
     

         
         

         
    

      
                                (46)     

 

Where (C00, C01, C02, , C10, C11…. C22) are free 

parameters and their values are shown in the 

matrix below: 

[
 
 
 
 
                        

 
                         

 
                      ]

 
 
 
 

 

[
 
 
 
 
                                  

 
                                   

 
                                   ]

 
 
 
 

 ,  

[
 
 
 
 
          

 
         

 
          ]

 
 
 
 

 

 

The acquired formula of a set of reactions 

such as 
45

Sc(α,n)
48

V , 
48

Ti(α,n)
51

Cr  ,  
51

V(α,n)
54

Mn , 
55

Mn(α,n)
58

Co , 
62

Ni(α,n)
65

Zn  , 

and  
66

Zn(α,n)
69

Ge   has been used to calculate the 

thermonuclear reaction rates   〈  〉 for each of 

the above reactions and compared with the 

adopted thermonuclear reaction rates calculated 

from the fitting expressions and shown to be in a 

good agreement and the comparison of the two 

results are shown in Table (6). 

Table 7 presents the comparison of thermonuclear 

reaction rates of some (α,n) medium elements 

reactions with other works as Roughton et.al. 

(Roughton et al., 1983) 

 

 

 

 

Table 5. Free parameters Ci (C0, C1, and C2) as a function of T9. 

T9  
(109 K) 

C0 C1 C2 

6 1.8494 0.9114 -0.0281 

6.25 3.9765 0.7593 -0.0247 

6.5 6.3605 0.5865 -0.021 

6.75 8.9003 0.4013 -0.017 

7 11.488 0.2126 -0.013 
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7.25 14.021 0.0288 -0.0091 

7.5 16.418 -0.1433 -0.0056 

7.75 18.627 -0.2998 -0.0023 

8 20.644 -0.4404 0.0006 

8.25 22.523 -0.5696 0.0032 

8.5 24.388 -0.6979 0.0058 

8.75 26.451 -0.8427 0.0086 

9 29.02 -1.0295 0.0124 

9.25 32.512 -1.2928 0.0176 

9.5 37.472 -1.6774 0.0253 

9.75 44.58 -2.2392 0.0366 

10 54.667 -3.0466 0.0528 

 

Comparison between polynomial fitting expression (Best Fitting) of the adopted astrophysical S-Factor of 

(α,n) medium element reactions with those computed from Eq. (46). 

T9 

(109 K) 

45Sc(α,n)48V 
48Ti(α,n)51Cr 

51V(α,n)54Mn 
55Mn(α,n)58Co 

62Ni(α,n)65Zn 
66Zn(α,n)69Ge 

ln[Na<σv> 

(cm3 s-1 mol-

1)] 

(Best Fitting) 

4.04% 

ln[Na<

σv> 

(cm3 s-

1 mol-

1)] 

(Formu

la) 

ln[Na<σv> 

(cm3 s-1 

mol-1)] 

(Best 

Fitting) 

4.215% 

ln[Na<σv

> (cm3 s-

1 mol-1)] 

(Formula) 

ln[Na<σv> 

(cm3 s-1 

mol-1)] 

(Best 

Fitting) 

3.801% 

ln[Na<σv

> (cm3 s-

1 mol-1)] 

(Formula) 

ln[Na<σv> 

(cm3 s-1 

mol-1)] 

(Best 

Fitting) 

3.028% 

ln[Na<σv

> (cm3 s-

1 mol-1)] 

(Formula) 

ln[Na<σv> 

(cm3 s-1 

mol-1)] 

(Best 

Fitting) 

3.785% 

ln[Na<σ

v> (cm3 

s-1 mol-

1)] 

(Formul

a) 

ln[Na<σv> 

(cm3 s-1 mol-

1)] 

(Best Fitting) 

9.071% 

ln[Na<σv

> (cm3 s-

1 mol-1)] 

(Formula) 

6 8.614±0.348 8.613 8.281±0.349 8.294 7.901±0.300 7.927 7.005±0.212 7.048 5.415±0.205 5.364 3.824±0.347 3.998 

6.25 9.060±0.366 9.027 8.696±0.367 8.710 8.325±0.316 8.348 7.479±0.226 7.488 5.941±0.225 5.858 4.459±0.404 4.545 

6.5 9.485±0.383 9.430 9.091±0.383 9.111 8.724±0.332 8.751 7.916±0.240 7.907 6.427±0.243 6.330 5.057±0.459 5.072 

6.75 9.889±0.400 9.821 9.471±0.399 9.497 9.101±0.346 9.136 8.323±0.252 8.303 6.879±0.260 6.779 5.620±0.510 5.580 

7 10.275±0.415 10.201 9.841±0.415 9.867 9.461±0.360 9.502 8.701±0.263 8.677 7.301±0.276 7.205 6.148±0.558 6.067 

7.25 10.643±0.430 10.568 
10.202±0.43

0 
10.222 9.804±0.373 9.850 9.054±0.274 9.029 7.699±0.291 7.608 6.642±0.602 6.534 

7.5 10.994±0.444 10.924 
10.556±0.44

5 
10.561 

10.134±0.38
5 

10.179 9.385±0.284 9.359 8.076±0.306 7.989 7.100±0.644 6.981 

7.75 11.331±0.458 11.268 
10.904±0.46

0 
10.885 

10.450±0.39
7 

10.490 9.697±0.294 9.667 8.435±0.319 8.346 7.523±0.682 7.409 

8 11.653±0.471 11.600 
11.243±0.47

4 
11.193 

10.751±0.40
9 

10.783 9.990±0.302 9.952 8.777±0.332 8.681 7.912±0.718 7.816 

8.25 11.964±0.483 11.921 
11.571±0.48

8 
11.487 

11.036±0.41
9 

11.058 
10.266±0.31

1 
10.216 9.102±0.345 8.992 8.269±0.750 8.203 

8.5 12.266±0.496 12.230 
11.882±0.50

1 
11.764 

11.302±0.43
0 

11.314 
10.526±0.31

9 
10.457 9.411±0.356 9.281 8.600±0.780 8.570 

8.75 12.563±0.508 12.527 
12.171±0.51

3 
12.027 

11.547±0.43
9 

11.552 
10.770±0.32

6 
10.676 9.702±0.367 9.547 8.911±0.808 8.918 

9 12.860±0.520 12.812 
12.431±0.52

4 
12.274 

11.765±0.44
7 

11.772 
10.997±0.33

3 
10.873 9.973±0.377 9.790 9.215±0.836 9.245 

9.25 13.164±0.532 13.085 
12.652±0.53

3 
12.506 

11.953±0.45
4 

11.973 
11.207±0.33

9 
11.047 

10.220±0.38
7 

10.010 9.525±0.864 9.553 

9.5 13.483±0.545 13.347 
12.824±0.54

1 
12.722 

12.102±0.46
0 

12.156 
11.399±0.34

5 
11.200 

10.440±0.39
5 

10.207 9.860±0.894 9.840 

9.75 13.826±0.559 13.597 
12.935±0.54

5 
12.923 

12.207±0.46
4 

12.321 
11.571±0.35

0 
11.330 

10.626±0.40
2 

10.382 10.245±0.929 10.108 

10 14.207±0.574 13.835 
12.972±0.54

7 
13.109 

12.259±0.46
6 

12.467 
11.720±0.35

5 
11.439 

10.774±0.40
8 

10.533 10.710±0.972 10.355 

 

Table 7. comparison of the thermonuclear reaction rates in natural logarithm ln[Na<σv> (cm
3
 s

-1
 mol

-1
)] of 

some (α,n) medium element reactions with other works. 

 

T9  

(109 K) 

48Ti(α,n)51Cr 51V(α,n)54Mn 50Cr(α,n)53Fe 55Mn(α,n)58Co 

Roughton et 

al. 

1983 

Present 

Work 

Roughton 

et al. 

1983 

Present 

Work 

Roughton 

et al. 

1983 

Present  

Work 

Roughton et 

al. 

1983 

Present 

 Work 

2 -10.054 -11.904 -10.680 -9.599 -15.936 -16.080 -12.652 -13.626 
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3 -1.347 -2.179 -2.120 -1.796 -5.655 -5.707 -3.507 -3.953 

4 3.401 2.918 2.708 2.723 -0.211 -0.181 1.629 1.283 

5 6.446 6.098 5.914 5.780 3.258 3.313 5.011 4.654 

6 8.556 8.290 8.189 7.973 5.670 5.728 7.378 7.015 

7 10.127 9.894 9.903 9.607 7.496 7.490 9.116 8.755 

8 11.327 11.117 11.184 10.860 8.882 8.826 10.491 10.081 

9 12.301 12.076 12.206 11.845 9.999 9.869 11.608 11.120 

10 13.102 12.846 13.060 12.636 10.897 10.700 12.506 11.952 

T9  

(109 K) 

54Fe(α,n)57Ni 59Co(α,n)62Cu 63Cu(α,n)66Ga 66Zn(α,n)69Ge 

Roughton et 

al. 

1983 

Present 

  Work 

Roughton 

et al. 

1983 

Present 

 Work 

Roughton 

et al. 

1983 

Present 

 Work 

Roughton et 

al. 

1983 

Present 

 Work 

2 -18.526 -18.474 -16.811 -17.051 -25.945 -25.653 -25.759 -26.138 

3 -6.908 -6.867 -5.991 -6.195 -10.871 -11.147 -10.820 -11.238 

4 -0.968 -0.942 -0.174 -0.380 -3.270 -3.901 -3.244 -3.708 

5 2.708 2.699 3.526 3.311 1.335 0.427 1.386 0.826 

6 5.193 5.179 6.131 5.865 4.431 3.291 4.522 3.841 

7 7.003 6.978 8.039 7.726 6.659 5.317 6.791 5.979 

8 8.434 8.339 9.547 9.134 8.343 6.821 8.517 7.568 

9 9.547 9.401 10.714 10.231 9.680 7.975 9.852 8.789 

10 10.519 10.248 11.695 11.104 10.736 8.887 10.951 9.753 

 

 

 

 

Fig. 3. The variation of the natural logarithm of the thermonuclear reaction rates with the atomic number Z 

for the 
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      (a) 

 

(b) 

 

(c) 

Fig. 4. Ci coefficients against T9, for C0, C1, and C2 respectively. The solid line represents the fitted curve 

through the data. 
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5. Conclusions 

 

1-The astrophysical S-factor, S(E), was starting 

with an increase and then decreased 

irregularly by increasing the center of mass 

energy, this because of  Coulomb barrier 

penetration exp(2πη). 

2-The astrophysical S-factor increased with 

increasing atomic number Z of target 

nuclei at a fixed center of mass energy. 

3-The thermonuclear reaction rates, NA<σv>, 

were increased with increasing T9 because 

by increasing the T9 the charged 

interacting particles need to overcome the 

existing Coulomb barrier. 

4-The thermonuclear reaction rates decreased with 

increasing atomic number Z of target 

nuclei at fixed T9 because as Z increased 

Coulomb barrier increased. 

5-The astrophysical S-factor and Thermonuclear 

reaction rates calculated in the present 

work are in good agreement with those 

measured previously by other works. 
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A B S T R A C T: 
Vertical cavity semiconductor optical amplifiers (VCSOAs) based on GaInNAsSb active region is designed to operate in 

reflection mode at wavelength of 1300 nm. Addition of antimony Sb to the GaInNAs has dramatically improve the performance of 

VCSOAs, where the wavelength shifts to longer wavelength. This study is aimed to design GaInNAsSb/GaAs quantum wells 

(QWs) enclosed between various periods of front and 25-periods of back of AlGaAs/GaAs distributed Bragg mirrors (DBRs) by 

using MATLAB. GaInNAsSb can be grown and lattice matched to GaAs with a very small band gap and it can be grown 

monolithically on high quality GaAs/AlGaAs distributed Bragg reflector. Peak reflection gain at around of 53.2 dB at single pass 

gain of 1.076 is observed. In addition, amplifier bandwidth at various front back mirrors reflectivities is simulated to achieve high 

gain and wide optical bandwidth at low reflectivity of front mirrors.     

  

 
 

KEY WORDS: Vertical cavity semiconductor optical amplifier (VCSOA), distributed Bragg reflectors (DBRs), quantum wells 

(QWs), gain, amplifier bandwidth, mirror reflectivity. 

DOI: http://dx.doi.org/10.21271/ZJPAS.32.2.9 

ZJPAS (2020) , 32(2);87-92    

 

1. INTRODUCTION: 

 

Dilute nitride III-V-N materials have been 

successfully employed in optoelectronic devices. 

The first optically pumped was demonstrated in 

1972 under using III-nitride materials (Pankove et 

al. 1972). In 1996, the InGaAs was discovered by 

Kondow and co-workers (Kondow et al. 1997).  

gap. Additionally, incorporating antimony (Sb) 

into GaInNAs/GaAs is pushing the vertical cavity 

surface emitting lasers VCSEL/VCSOA devices 

to the longer wavelengths ranges between 1300 to 

1500 nm (Wistey et al. 2006; Aho et al. 2016). 

 

 

 

 

 

 

 

The nitrogen was then added into InGaAs/GaAs to 

decrease the lattice constant and decrease the band 

Antimony controls atom diffusion length and 

allows more nitrogen incorporation that lowers the 

band gap and improves material and optical 

quality (Braza et al. 2017; Rahman et al. 2018). 

Therefore, Sb affects the valence band and likely 

the quinary of five component alloy will not only 

control of band gap and lattice match, but also 

affect the band offset ratio (Yang et al. 1999; 

Gambin et al. 2002; Harris Jr 2005; Yuen et al. 

2006).  

The first surface emitting laser was 

demonstrated in 1979 (Soda et al. 1979), which 

then led to the development of the vertical cavity 

surface emitting lasers VCSELs (Haghighi et al. 

2018, Chaqmaqchee 2019, Liu et al. 2019). Since 

then, extensive work has been done on both types 

of the devices. Thus, the first VCSOAs was 

demonstrated in 1991 by koyama, Kubota and Iga 

at Tokyo institute of technology that present the 

first VCSEL (Koyama et al. 1991). The vertical 
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geometry of VCSOAs are essentially VCSELs are 

operated below lasing threshold, and the design 

for VCSELs can be directly applied in VCSOA 

devices. The main difference is that strong 

feedback is desired in VCSELs in order to 

minimize the threshold current. While in 

VCSOAs, reduced feedback is useful so as to 

allow high gain. VCSOAs can be operated in 

reflection mode, depending on the reflectivity 

from the DBR mirrors, therefore VCSOAs require 

higher single pass gain and lower mirror 

reflectivity than VCSELs (Karim et al. 2000; 

Song et al. 2007; Chaqmaqchee and Balkan, 2014; 

Spiewak 2018). 

Vertical cavity semiconductor optical 

amplifiers (VCSOAs) are an interesting 

alternative to conventional amplifier technologies 

for long wavelengths optical fiber 

communications systems, data storage and access 

network applications. Furthermore, VCSOA 

devices have been used as optical preamplifiers, 

and interconnect in applications such as optical 

routing, signal regeneration, and wavelength 

shifting. Such devices have a number of 

advantages over edge emitting lasers (EEL) and 

semiconductor optical amplifier (SOA), including 

low cost manufacturing, compact size, wafer scale 

fabrication and testing processes (Bjorlin et al. 

2001). 

In this article, VCSOA are designed using 

Fabry Perot (FP) models. The cavity of 3λ/2nc 

long is based on GaInNAsSb/GaAs multi quantum 

wells (MQWs), where a recombination process 

occurs to produce photons of light. The model 

includes reflectivity spectra, material gain, optical 

gain and amplifier bandwidth in reflection mode. 

 

2. VCSOA Design and modelling 

To improve the performance of present 

vertical cavity semiconductor optical amplifiers 

(VCSOAs), several extensive researches have 

been done and still under investigation (Piprek et 

al. 2001; Chaqmaqchee 2015). VCSOAs are 

usually made by a thin layer of quantum well 

(QW) lying between two DBRs to improve the 

recombination efficiency of the active region and 

to obtain high optical gain. The electrons and 

holes can be trapped near each other by using a 

QW structure. The most important device aspect 

in VCSOAs is the choice of gain material, which 

affect all device parameter and defines achievable 

wavelength range (Ilroy et al. 1985; Li and Chua 

2010).  

In this study, the VCSOA device consist of 

an active region of nine 

Ga0.61In0.39N0.0033As0.9876Sb0.016 QWs bounded 

between 9-periods of front and 25-periods of back 

DBRs mirrors to make a VCSOA amplifying, and 

the layers structure is depicted in Table 1. The 

QWs are grouped together in three sets of three 

wells each positioned on standing wave of        

with the total layer thickness of 10 µm QWs to 

provide high periodic gain and matches the 

standing wave pattern within the cavity as 

indicated in Fig.1. However, using the large 

number of QWs in active region leads to the lack 

of uniform carrier distribution over each well due 

to energy barriers of adjacent QWs in the device, 

whereas the gain enhancement increases with 

decreasing the number of QWs per standing wave 

peak (Chaqmaqchee and Balkan, 2012). 

 

 
Figure 1: Typical VCSOA structures of top emitting mesa. 

To make a VCSOA amplifying, it requires mirrors with less 

reflectivity typically less than 99 % using DBRs. 

 

 

Table (1) Design of VCSOA structure with GaInNAsSb 

QWs. 

 
 

The gain and bandwidth spectrum of a 

VCSOA can be modeled using equations namely 



Chaqmaqchee.F. et al.  /ZJPAS: 2020,  32(2 ): 87-92 
 89 

 

ZANCO Journal of Pure and Applied Sciences 2020 

 

    

   

  

 

Fabry- Perot (FP) and photon rate equations. The 

amplifier gain in reflection mode (Gr) can be 

calculated using (Adams et al.1985): 

            
 √   √     

   √         
  

   √          √            
              (1)                 

where       and    are the back mirror 

reflectivity, the front mirror reflectivity, and the 

single pass gain, respectively. The maximum 

amplification gain is achieved when      
whereas the minimum gain occurs when          

The DBR peak reflectivities can also 

stimulated as a fixed mirror positioned at a 

distance from the boundary with the incident 

medium and given by (Karim et al. 2000): 

          (
        

        )
 

                                        (2)                                                

where q, a, and p are refractive indices that 

characterize the incident and exist media. Factor q 

is the ratio of the first medium and first DBR 

section refractive indices. Factor a is the ratio of 

exist medium and final DBR section refractive 

indices. Factor p is the ratio of low and high index 

mirror period refractive indexes and finally N is 

the number of mirror layer for bottom DBR or top 

DBRs. 

The material gain provided dependence 

carrier density N can be modelled as (Coldren and 

Corzine, 1995): 

               (
    

      
)                                     (3) 

where     is the transparence carrier density, 

fitting parameters, and     and    can be taken 

from the calculated results.  

The gain bandwidth is mainly measured by 

the line width of Fabry Perod (FP) modes. 

Additionally, an optical amplifier in reflection 

mode can be obtained using (Piprek et al. 2001; 

Connelly, 2002): 

    
 

     
        { √      [   

√       
    √   √      

  ]}
    

         (4) 

where c,   ,   ,   ,   ,     are the velocity of 

light in vacuum, the effective cavity length, the 

cavity refractive index, the single pass gain, the 

top mirror and bottom mirror reflectivities, 

respectively. 

 

3. RESULTS AND DISCUSSION 

The structure of VCSOAs is optically 

designed (Piprek 2002, Chaqmaqchee 2016, 

Karim et al. 2017) to operate at wavelength of 

1300 nm using many important simulation steps. 

Eq. 2 has been used for plotting Fig. 2 by Matlab 

program. The mirror reflectivity of AlxGa1-xAs 

increases as a result of increasing the number of 

front of back distributed brag mirrors layers, and 

the mirror reflectivity increases with the 

concentration of aluminum (Al). 

 
Figure 2: Distributed Bragg reflectors versus number of 

periods for different concentration of Al. 

 

Figure 3, shows the reflectivity spectrum 

of the GaInNAsSb VCSOA structure versus 

wavelength for different front mirrors of 9, 12, 14 

and 16 periods and fixed back mirrors of 25 

periods along with the assumed refractive index 

values used for the various layers within the 

structure. The center dip of the mirror stop band 

represents the position of cavity resonance at 

emission wavelength of 1300 nm. This increase in 

transmissivity at the resonance frequency helps to 

couple light out of the structure, as the number of 

front mirror increased, the reflectivity of the 

mirrors increased greater than 99% for high gain 

bandwidth, while low mirror reflectivity causes a 

lower gain, and high saturation power. 
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Figure 3: Reflectivity spectra for a cavity 

GaInNAsSb/GaAs VCSOAs placed between varied periods 

of front DBRs and 25-periods of back DBRs. 

 

The relationship between material gain and 

carrier density is illustrated in Fig. 4. The material 

gain can be calculated using Eq. 3. The material 

gain was calculated according to a parameter 

transparency of carrier density of     
         , and fitting parameters of           

                   (Björlin et al. 2003; 

Laurand et al. 2005). The material gain depends 

on carrier density of QW and their precise 

description at low carrier densities.  
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 Figure 4: Material gain versus carrier density modeled 

using a three-parameter logarithmic function. 

 

Equation 1 was used to calculate the peak 

gain of the VCSOAs in reflection mode. The peak 

gain depends on the front mirrors, the back 

mirrors and the single pass gains. Fig. 5 shows the 

gain spectra of GaInNAsSb/GaAs in reflection 

mode by using various single pass gains. The 

single pass gain Gs required achieving high 

amplifier gain. When the single pass gain Gs 

values are increased from 1.064 to 1.076, the peak 

gain values are also increased from 22.17 to 53.2 

dB, while the bandwidth decreased with increased 

peak gain spectra. The narrow bandwidth of 

VCSOA reduces bad noise that making it ideal for 

signal amplifying optical filter (Lisesivdin et al., 

2014). 
 

 

Figure 5: VCSOAs gain spectra in Reflection mode with 

different value of Gs and fixed Rb=99.9% and Rf=86.6%. 

 

Figure 6 illustrates amplifier bandwidth 

against peak reflection gain according to Eq.4 

with 25- periods of 0.999 back mirrors reflectivity 

and 9, 10, 11, 12 and 15-periods of 0.939, 0.957, 

0.969, 0.978 and 0.985 front mirrors reflectivities, 

respectively. The amplifier bandwidth in 

reflection mode for GaInNAsSb/GaAs VCSOA 

decreases as the peak reflection gain increases. 

Besides, by reducing the reflectivity of the front 

Bragg mirror from 0.985 to 0.939 allows for 

further gain and for wide optical bandwidth. As 

well as, the reflectivity of the front mirror is 

decreased to achieve wide optical bandwidth. The 

narrow bandwidths reduce the signal noise as in 

filtering application, while the wider bandwidths 

used in applications with multiple channels 

(Bjorlin and Bowers, 2002).  
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Figure 6: Amplifier bandwidth vs. peak reflection gain for 

back DBR of 0.999 (25-peiods) and different number of top 

DBR. 

 

4. CONCLUSIONS  

The study was focused on the design, and 

demonstration of the optically design of VCSOAs 

devices. The theoretical model had based on 

Fabry-Perot (FP) SOAs equations and earliest 

theoretical analysis of the VCSOA design, in 

which have a potential applications in fiber optic 

communication systems. GaInNAsSb used as an 

active region of VCSOAs on GaAs substrate it can 

be grown monolithically on GaAs/AlGaAs 

distributed Bragg reflector mirrors with high 

reflectivity for operation in the 1.3 µm wavelength 

range. Peak reflection gain at around of 53.2 dB is 

observed. Moreover, high amplifier bandwidth is 

achieved at 0.939 front mirrors reflectivity. The 

optical design of the layer thickness DBRs should 

redesigned to regulate the emission at 1300 nm 

and using materials have enough reflectivity for 

the light to be amplified via internal reflection. 

The construction of DBR layers essentially 

governs the operation features of VCSOAs. 

Therefore, it is very important to select 

appropriate material system. 
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A B S T R A C T: 
Building Information Modeling (BIM) as an effective Technique of construction projects management has been adopted by the 

AEC (Architectural, Engineering, and Construction) industry. BIM has substantial benefits over the whole construction lifecycle. 

In spite of the importance of applying BIM in construction projects, It looks there is fewer study presented to rank the difficulties 

factors of implementing BIM , also there is less study conducted to show the advantages of using BIM in the construction sector 

in Northern Iraq. The major objective of this study is to investigate the current situation of applying BIM in the construction sector 

in Northern Iraq, examine the difficulties of implementing BIM and identify the advantages of implement BIM in the construction 

industry. A questionnaire was prepared and distributed to 276 engineers in three Governorates (Erbil, Kirkuk, and Sulaymaniyah) 

in both sectors (private and public). The collected data analyzed using the relative importance index (RII) and mean to rank the 

difficulties and advantages of implement BIM in Northern Iraq. The analysis results revealed that the most significant difficulties 

factors in adopting BIM in Northern Iraq are lack of education and syllabus in college regarding the sophisticated package, e.g., 

ArchiCAD and Revit, there is no training and tutoring for BIM applications in government departments and lack of government 

supporting and encouraging implementing BIM. The results also revealed the most significant advantages of using BIM are 

reduce risks in the design stage, improve building design and models, and improve the quality of the building. 
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1.INTRODUCTION 

 

The actual implementation and application 

of BIM are so far remains challenging for the 

construction industry. Nevertheless, investigations 

and studies show a considerable escalation in the 

percentage of BIM adoption and implementation 

in typical activities in the construction through the 

latest five years (Delavar, 2017). 

BIM is the data and documents process involving 

information about all stages of the project like 

planning, design, construction, and operation. It is 

also useful for extracting estimates such as time, 

cost, and so on (Kumar and Mukherjee, 2009). 

 

 

 

 

 

BIM is not only a technology or a software 

tool that can be learned and applied. It is rather a 

model that joins and merges technology with 

people and progression problems in the 

construction industry (Haron et al., 2017). 

 

Some of the software which has work in 

the field of BIM system technology is 

Graphisoft‟s ArchiCAD, Autodesk‟s Revit, etc. 

Propositions BIM tools are cooperative in the 

improvement of the project plan and design and 

generating enhanced coordinated building 

information and documents (Gajbhiye, 2011). 

BIM technology is reflected in the 

Architectural, Engineering, and Construction 

(AEC) Industry. In the earlier ten years, design 

tools have been developed in the AEC industry 
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from 2D modeling to 3D modeling (Yan and 

Demian, 2008). 

The unique benefits can be obtainable by 

BIM is the incorporation of the interested party 

during entirely project phases and the imposition 

of a cooperative working condition among them to 

increase the zone of interest (Hatem et al., 2018b). 

The future project design and construction 

will progressively be dependent on BIM. 

Nowadays, BIM is being implemented in several 

phases of the project lifecycle, making substantial 

advantages for the project parties and society (Sun 

et al., 2017). 

BIM find out integrated progressions 

during the whole lifecycle of the project. The 

attention is to produce reliable information by the 

stakeholders during the lifecycle (Arayici et al., 

2012). 

Academic investigations and case studies, 

principally within the construction and post-

construction phases, unsuccessful to examine and 

measure BIM benefits, Therefore, Understanding 

the positive advantages of BIM is a vital driver for 

active adaptation (Talebi, 2014). 

This paper aims to:  

1- Investigate the current situation of Applying 

BIM in Northern Iraq. 

2- Examine the difficulties of implementation 

BIM in the construction industry. 

3- Identify the advantages of implementation BIM 

in the construction industry. 

2. THE LITERATURE REVIEW 

BIM has improved the design, 

construction, and operation stages of the 

buildings. The applied of BIM has run to better 

profitability, improved time managing, reduced 

costs, and enhanced customer-client connections. 

Azhar et al. (2012) focused on BIM‟s core 

concepts by presenting an overview of BIM uses 

in the construction life cycle and advantages for 

the project stakeholders. This study also explains 

barriers and risks to BIM application and future 

trends.  

Even though the several advantages of 

BIM were identified, there are difficulties remains 

to be overcome. The main barriers to BIM 

implementation in the UK were identified and 

ranked by Eadie et al. (2014), which were “Scale 

of Culture Change Required/Lack of Flexibility” 

came as the first barrier. “Lack of supply Chain 

Buy-in” and “Doubts about Return on 

Investment/Lack of Vision of Benefits” are ranked 

second and third respectively.  

Saleh (2015) and Matarneh and Hamed 

(2017) showed the main barriers to implementing 

BIM in Libya and Jordan, respectively. 

BIM implementation was until 2016 even 

not were discussed a lot in Ghana and other 

African developing countries. Therefore, Armah 

(2016) explored the benefits and barriers faced 

BIM implementation in the Ghanaian 

Construction Industry. This study discovered the 

major benefits of BIM, which were improved 

constructability, improved Visualization, and 

improved productivity. Additionally, explored the 

main barriers which were: Lack of knowledge in 

the usage of BIM, Software compatibility, and 

BIM cost setup. 

BIM aiding code officials visualize the 

building project, from selecting items could be 

extracted essential information, e.g. quantities, 

allow the tasks to have the best understanding of 

unique project characteristic and how they relate 

to other components (Belliard and Shantalle, 

2016). 

Hamada et al. (2017) and Hamada et al. 

(2016) and Hatem et al. (2018a) and Hatem et al. 

(2018b) concentrated on the implementation of 

BIM technology and identified the benefits 

desired and challenges that reduce adoption this 

technique in the Iraqi construction industry. 

The differing opinions of BIM 

implementation obstacles between the owners, 

designers, and contractors were identified by (Li 

et al., 2017). 

Seed (2015) recognized the important 

variations of implementation BIM by company 

type and size in the UK construction industry. 

In Germany, the barriers to implement 

BIM techniques and the current practice regarding 

BIM were analyzed by (Both, 2012). 

Chan (2014) in Hong Kong examined the 

BIM implementation among the design companies 

and identified their requirements and obstacles in 

the BIM application process. 

Sreelakshmi et al. (2017) found the 

challenges in the implementation of BIM and 

involved studying the situation of BIM knowledge 

in India‟s construction projects. Collected data 

were analyzed using RII. The majority of 

respondents proposed that the cost of BIM 

implementation is the main barrier. 



Saber .N and Wali.Kh. /ZJPAS: 2020, 32 (2): 93-106 
 

ZANCO Journal of Pure and Applied Sciences 2020 

95 

  

    

   

  

 

Zahrizan et al. (2014) determined the 

actual barriers that obstruct BIM implementation 

and the motivating factors that could improve its 

application in the Malaysian construction industry. 

Several group meetings were held in China 

and Australia by Liu et al. (2015) to identifying, 

classifying, and ranking the main barriers to 

implementing BIM through a survey.  

Memon et al. (2014) focused on assessing 

the present situation of BIM application in the 

Malaysian construction industry. This study also 

examined advantages and disadvantages with 

obstacles to implementations of BIM and 

suggesting practical plans for improving the BIM 

application in the construction industry. 

Azhar (2011) discussed the current trends, 

benefits, possible risks, and future challenges of 

BIM applications for the AEC industry. The 

results of this research provided beneficial 

information for AEC industry parties considering 

applying BIM techniques in their projects. 

Examination of the present status of BIM 

applications in the Middle East by discovering the 

range of BIM adoption among stakeholders in the 

AEC industry in this region were researched by 

(Gerges et al., 2017). 

In the South African construction industry, 

Kekana et al. (2014) studied the critical barrier‟s 

factors to implement BIM. The study revealed that 

the major barriers, which are attributed to 

contractual subjects such as licensing, insurance, 

and persons lacks in terms of training, education, 

and skills improvement. 

3.  MATERIALS AND METHODS  

The questionnaire survey prepared and 

designed with the detailed understandable 

questions in order to create an easily answered 

survey for the respondents and distributed to 

professional engineers who have dealt with project 

in the northern Iraq construction industry in two 

departments and in both sectors (public and 

private), taking the Designers, Owners, 

Contractors, Consultants, Site engineers and 

Project Managers ideas that have different years 

of experience in construction industry with the 

aim of conclude all the required data to 

accomplish an effective survey to obtain the 

objective of the study. 

 3.1 Data collection 

The survey was distributed to 300 

engineers in three Governorates (Erbil, Kirkuk, 

and Sulaymaniyah). From the 300 surveys 

distributed, 17 rejected because of random and 

unreliable answering with seven uncompleted. 

Therefore, the total filled and accepted surveys 

were 276, so meaning that 92 % of the people who 

were part of this survey answered. 

 3.2 Determining the sample size in the 

governorates 

The questionnaire distributed for the target 

engineers in the three governorates using 

Stratified Sampling depending on the population 

size (Civil and Architecture engineers) that 

registered in the Engineers Syndicate. The 

population size (N1) in Erbil Governorate is 2932 

engineers (Kurdistan Engineers Union/Erbil 

branch), (N2) in Kirkuk is 2506 engineers (Iraqi 

Engineers Syndicate/Kirkuk branch), and (N3) in 

Sulaymaniyah is 3051 engineers (Kurdistan 

Engineers Union/ Sulaymaniyah branch). The 

total population size (N) is 8489. BY approving 

proportional allocation, the sample sizes shall be 

obtaining asunder for the different strata:  

1. Strata with N1 = 2932, we have P1 = 

2932/8489, n= Sample size =276 

n1 = n. P1                     (1) (Kothari, 

2004) 

     = 276 (2932/8489) = 95.3 ≈ 95 

2. Strata with N2 = 2506, P2= 2506/8489, 

n2 = n. P2 =276 (2506/8489) = 81.5 ≈ 82, 

and 

3. Strata with N3 = 3051, P3 =3051/8489 

n3 = n. P3 = 276 (3051/8489) =99.1 ≈ 99. 

Therefore, by using proportional 

allocation, the sample sizes for different strata are 

95, 82, and 99, respectively.  

3.3 The questionnaire design 

The questionnaire designed to cover four 

main parts: 

 Part 1 (Personal information): This part 

includes Personal information regarding the 

respondent (Work Sector, Gender, Age group, 

Engineering Department, Experience, Educational 

level, Type of construction work, Position and 

Governorate). 

Part 2 (BIM technique knowledge 

Information): This part was prepared to define the 

current situation of applying BIM in Northern Iraq 
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construction industry and it‟s practiced in three 

governorates (Erbil, Kirkuk, and Sulaymaniyah) 

as a case study, which comprised questions about 

the software or tool that the engineer is using in 

his/her work, how much he/she knows about BIM, 

number of projects implemented by BIM that 

he/she has worked on and how did he/she train for 

using BIM.  

Part 3 (the difficulties of implementing 

BIM in the construction industry): This part is 

carrying out to identify the obstacles of 

implementing BIM in the construction industry, 

and it contains a list of the key obstacles factors 

that are facing the BIM. It includes 28 questions 

designed by the five-point Likert scale. The scale 

is (1: Strongly disagree 2: Disagree 3: Neural 4: 

Agree 5: Strongly agree). Each respondent was 

requested to provide a degree of agreement to 

each question according to what he/she believes 

within the environment of the Northern Iraq 

construction sector. 

Part 4 (Advantages of using BIM in the 

construction industry): This part consists of the 

critical factors of the advantages of using BIM by 

the five-point Likert scale. The scale is (1: Not 

important 2: Less Important 3: Fair 4: Important 

5: Very important). This part is carrying out to 

gather with the level of importance of appliance 

BIM in the construction industry. 
 

3.4 Pilot study 

A pilot study was conducted in this study 

to test and refine their questionnaires using a pilot 

study before implementing it in a formal survey 

that is considerably more recommended from 

several researchers(Saleh, 2015), (Hatem et al., 

2018a), (Li et al., 2017). A pilot study is a small 

sample done for the complete survey to assess and 

improve the questionnaires. It is as well-known as 

a „feasibility' study (Calitz, 2009). 

 Blaxter (2010) mentioned that “You may 

think that you know well enough what you are 

doing, but the value of pilot research cannot be 

overestimated. Things never work quite the way 

you envisage, even if you have done them many 

times before, and they have a nasty habit of 

turning out very differently from how you 

expected”. When the questionnaire is conducted 

and prepared, the information should be recorded 

and prearranged. Pilot test for the survey should 

be performed by the researcher “with a small set 

of respondents” that are like those in the final 

study (Neuman, 2011). Therefore, the collected 

pilot study‟s size in this research is ten surveys. 

 

3.4 The participate respondent's sectors  

The respondents were specialists in 

construction sectors are from following public and 

private sectors: 

1. Salahaddin University/ college of engineering. 

2. Kirkuk University/ college of engineering. 

3. Sulaymaniyah University/ college of 

engineering. 

4. Tishik University/ college of engineering. 

5. Ministry of Construction & Housing. 

6. General Directorate of the Municipality- Erbil. 

7. General Directorate of Road & Bridge- 

Construction & Housing- Erbil. 

8. Directorate of Construction & Housing- Erbil. 

9. General Directorate of Roads - Construction & 

Housing- Sulaymaniyah. 

10. General Directorate of the Municipality- 

Sulaymaniyah. 

11. Directory of Roads& Bridge- Sulaymaniyah. 

12. Directorate of Reconstruction & Housing- 

Sulaymaniyah. 

13. School buildings department- Kirkuk. 

14. Iraqi Engineers Syndicate/ Kirkuk branch. 

15. Directorate of Construction & Housing- 

Kirkuk. 

16. General Directorate of the Municipality- 

Kirkuk. 

17. General Directorate of Road & Bridge- 

Kirkuk. 

18. Engineering consultancy offices in Erbil 

Governorate are Bunyan, Amran, Al-amara, 

Kurdo and Kapr offices. 

19. Engineering consultancy offices in Kirkuk 

Government are CAD, AL-Ofoq, Solaf and Dar 

Al-handasy offices. 

20. Engineering consultancy offices in  

Sulaymaniyah Governorate are Design Center, 

Khanay andazyari Sako , Groupi andazyaran, 

Asos, and Bahramand offices. 

 

4. Data Analysis 

For analyzing the survey questionnaire, the 

quantitative statistical techniques in SPSS 

programmer were used. The below techniques 

have been used in this paper: 

 

1. Frequencies 

The Frequencies process is commonly 

used, particularly with investigation and survey 
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researches. It is an adequate number to brief the 

collected data (and is mainly essential with vast 

data collections). Through using the Frequencies 

method, other analyses can be generated (e.g., 

generating descriptive statistics, such as the mean 

or mode). Also making separate frequency tables 

(e.g., to compare the number of course taken by 

male vs. female students) (Arkkelin, 2014) 

 

2. Reliability analysis 

Reliability is one of the most desirable 

technical merits in any educational research 

through its meaning differs in quantitative and 

qualitative research. Quantitative research assures 

the possibility of replication (Oluwatayo, 2012). 

The Cronbach Alpha coefficient is the furthermost 

used internal consistency measure. It is viewed as 

the most appropriate measure of reliability when 

making use of Likert scales. No absolute rules 

exist for internal consistencies. However, most 

agree on a minimum Cronbach Alpha coefficient 

is .70 (Taherdoost, 2016). The four cut-off points 

that recommended by (Hinton et al., 2004) for the 

reliability test are: 

Excellent reliability is 0.90 and above. 

High reliability is 0.70 to 0.90. 

Moderate reliability is 0.50 to 0.70 

Low reliability is 0.50 and below. 

 

3. Relative Importance Index (RII) 

The techniques method used to analyze the 

questionnaires and data that employ Likert scales 

to capture respondents‟ self-reported attitudes the 

surveys commonly used by Construction 

Management Research (CMR) (Holt, 2014). The 

object of using RII is to rank each factor in a 

specific part in the survey. 

The equation of RII: (Abubakar et al., 

2014) 

RII= 
   

       
  (1)            0 ≤ RII ≤ 

1      

RII= 
                          

                 
 (2)

     

W = the weighting given for each item by 

the respondents and ranges from 1 to 5. 

A = highest weight (in this case is 5) 

N = respondents‟ total number. 

 

4. One-Way ANOVA test. 

Analysis of variance (known as 

“ANOVA”) “can examine differences between 

any number of means. This small change not only 

enables researchers to investigate designs with 

three or more groups but also allows them to make 

conceptual leaps, such as from comparing group 

means defined by one independent variable (IV)“ 

(Berkman and Reise, 2011). 

 

5. RESULTS AND DISCUSSION  

5.1 Respondents Personal Information 

The survey showed the profile of 

respondents for five items in Table 1. 

 

Table 1: The profile of respondents 
Personal information Categories Percent 

1. Work Sector Public 65.6 

  Private 12 

  

Both sectors 

(public and 

private) 

22.5 

2. Gender Male 64.1 

  Female 35.9 

3. Age Group (years) 18-24 3.3 

  25-34 33.3 

  35-44 36.2 

  Over 45 27.2 

4. Engineering department Civil Engineer 74.3 

  Architect Engineer 25.7 

5. Experience (years) Under 5 7.6 

  5_9 30.4 

  10_19 40.9 

  Over 20 21 

6. Educational level BSc 76.8 

  High Diploma 2.5 

  MSc 13.8 

  PhD 6.9 

7. The main type of 

construction work 
Highway 12.7 

  Building 84.1 

  sanitary work 1.4 

  Others 1.8 

8. Position Designer 26.1 

  Owner 8.3 

  Contractor 2.2 

  Consultant 9.4 

  Site engineer 44.9 

  Project manager 9.1 

9. Governorate distribution Erbil 34.4 

  Kirkuk 30.1 

  Sulaymaniyah 35.5 

 

5.2 BIM technique knowledge Information 

This paper has studied all the required data 

to perform an effective questionnaire, the survey 
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designed and prepared to take the respondents' 

knowledge about the BIM. The respondents asked 

four questions related to their implementing of 

BIM and knowing the extent of applying BIM in 

the Northern Iraq region.  

Figure.1 illustrates the percent of BIM 

users which 13.41% of the respondents do not use 

any software, 58.70% used 2D CAD software or 

that not based-BIM (like AutoCAD) only, 2.17% 

using 3D CAD or software that based-BIM (like 

Revit, ArchiCAD) only, 23.29% used both 2D 

CAD and 3D CAD (BIM), and 2.54% using other 

software. 

 
Figure 1: The number of projects that 

implemented by the respondents. 

 

Figure 2: The percent of BIM users. 
 

The result shows that a minor percent of 

engineers are far from computer‟s software using. 

In contrast, a more significant percentage of 

respondents are using 2D CAD (like AutoCAD). 

The total percent of BIM users in these three 

governorates is 25.73%, and that is a progressive 

point towards BIM's future in Northern Iraq. 

Figure.2 shows the level of BIM skills for 

the respondents where expert users are only 

3.99%. While 37.32% have no expertise or they 

do not know anything about the BIM. 

 

 
Figure 2: Respondents knowledge about BIM 

 

The result reveals that the experts in BIM 

skills in the Northern Iraq construction industry 

are very low. 

Figure.3 demonstrated the number of 

projects that involved or implemented by the 

respondents, where 9.06% are implemented 2-5 

projects using BIM techniques. On the other hand, 

79.45% do not perform any project. 

 

This result shows the project implementing 

by the BIM techniques in Northern Iraq is low and 

maybe most of them performed by the private 

sector. 

Figure.4 shows how the respondents 

gained their BIM skills. The result illustrated that 

the engineers who know using BIM they taught 

themselves and dependent on themselves to learn 

this technique with 20.65%, and the high percent 

is 59.42% for respondents who do not train to use 

BIM. 

 

Figure 3: The training method of respondent use 

BIM techniques 

 

5.3 RII analysis and mean for ranking the 

difficulties of implementing BIM in Northern 

Iraq. 
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Statistical analysis of collected data using mean 

and RII were performed to rank the main 28 

factors that effected on implement BIM in 

Northern Iraq, as presented in Table 2. 

 

 

 

 
 

Table 2: Ranking of the difficulties of implementing BIM in Northern Iraq using RII and mean. 

Factors  1 2 3 4 5 ∑W RII Mean Rank 

D1 There is no training and tutoring for BIM 

applications in government departments. 

4 13 35 125 99 1130 0.819 4.09 2 

D2 Lack of government supporting and 

encouraging implementing BIM. 

4 18 36 120 98 1118 0.810 4.05 3 

D3 Lack of standards and guidelines for BIM 

implementation in projects. 

7 16 48 124 81 1084 0.786 3.93 6 

D4 Organizations are not sufficiently familiar with 

BIM use. 

3 19 77 114 63 1043 0.756 3.79 9 

D5 There are no practical solutions to implement 

BIM at an adequate level in spite of many 

studies find the theoretical requests of BIM 

application.  

5 29 76 130 36 991 0.718 3.59 11 

D6 Benefits from carrying out BIM do not balance 

the costs to appliance it. 

35 81 91 51 18 764 0.554 2.77 25 

D7 No demands for BIM use from owners, 

contractors, government and other parties. 

4 23 40 123 86 1092 0.791 3.96 5 

D8 The high cost of training on the BIM tools. 11 53 109 79 24 880 0.638 3.19 18 

D9 Lack of clear benefits of BIM. 17 62 63 83 51 917 0.664 3.32 17 

D10 Lack of skilled BIM tools operators. 12 43 67 114 40 955 0.692 3.46 14 

D11 Current tools are enough (AutoCAD, Excel 

sheets, and other) 

45 96 52 66 17 742 0.538 2.69 26 

D12 BIM is unsuitable for small projects. 40 85 89 52 10 735 0.533 2.66 28 

D13 Engineers refuse to learn  especially the senior 

engineers . 

26 67 88 75 20 824 0.597 2.99 23 

D14 People comparing BIM to CAD (They think it 

is same). 

13 57 96 96 14 869 0.630 3.15 21 

D15 Contractor and engineers look at BIM as a 

waste of money, time, and human resource.  

13 55 99 91 18 874 0.633 3.17 20 

D16 BIM needs collaboration between parties, 

particularly in organizing change management 

situations. 

6 12 81 143 34 1015 0.736 3.68 10 

D17 The engineers use the software just that 

familiar to them (like Auto CAD, Excel, etc.) 

4 19 45 145 63 1072 0.777 3.88 7 

D18 Lack of cooperation between engineers from a 

different department to implement an 

integrated BIM system. 

4 19 65 131 57 1046 0.758 3.79 8 

D19 Lack of education and syllabus in college 

regarding the sophisticated package e.g. 

ArchiCAD and Revit. 

3 13 37 112 111 1143 0.828 4.14 1 

D20 Lack of managers‟ and owners‟ awareness and 

support. 

5 9 48 129 85 1108 0.803 4.01 4 

D21 BIM requests to professionals to use and 

implement it. 

2 17 108 121 28 984 0.713 3.57 12 

D22 Lack of BIM tools interoperability.  7 26 127 93 23 927 0.672 3.36 15 

D23 Requirements of BIM contracts frame. 5 28 128 93 22 927 0.672 3.36 16 

D24 The high cost of BIM software and its updates. 11 52 108 86 19 878 0.636 3.18 19 

D25 The additional time needed to implement BIM. 9 77 100 74 16 839 0.608 3.04 22 

D26 The future of the BIM is not clear. 24 91 98 50 13 765 0.554 2.77 26 
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D27 Lack of BIM applications currently. 8 38 75 105 50 979 0.709 3.55 13 

D28 Engineers think BIM is losing of process 

documents, information, and productivity. 

21 76 112 58 9 786 0.570 2.85 24 

           

According to the RII and mean ranking 

analysis the results revealed the top ten significant 

factors causes the difficulties of implementing 

BIM in Northern Iraq construction sector, in the 

first rank comes lack of education and syllabus in 

college regarding the sophisticated package, e.g., 

ArchiCAD and Revit, followed by there is no 

training and tutoring for BIM applications in 

government departments, lack of government 

supporting and encouraging implementing BIM, 

lack of managers‟ and owners‟ awareness and 

support, no demands for BIM use from owners, 

contractors, government and other parties, lack of 

standards and guidelines for BIM implementation 

in projects, the engineers use the software just that 

familiar to them (like Auto CAD, Excel, etc.), lack 

of clear benefits of BIM, organizations are not 

sufficiently familiar with BIM use, and BIM needs 

collaboration between parties, particularly in 

organizing change management situations with 

RIIs of 0.828, 0.819, 0.810, 0.803, 0.791, 0.786, 

0.777, 0.758, 0.756, and 0.736 respectively. The 

means are 4.14, 4.09, 4.05, 4.01, 3.96, 3.93, 3.88, 

3.79, 3.79, and 3.68 respectively. 

 

5.4 RII analysis and mean for ranking the 

advantages of using BIM in the construction 

industry in Northern Iraq. 

Statistical analysis of collected data using 

mean and RII were performed to rank the main 30 

factors of the advantages of using BIM in the 

construction industry, as presented in Table 3. 
 

 

Table 3: Ranking of the advantages of using BIM in Northern Iraq using RII and mean. 

Factors  1 2 3 4 5 ∑W RII Mean Rank 

A1 Reduced construction cost. 8 14 89 117 48 1011 0.733 3.66 23 

A2 
Minimizing of time needed to complete the 

project. 
7 12 66 124 67 1060 0.768 3.84 10 

A3 
Improve the quality of the building. of the 

building. 
3 7 53 134 79 1107 0.802 4.01 3 

A4 
manage operation and maintenance of 

constructions during their operating lifecycle. 
2 17 56 129 72 1080 0.783 3.91 6 

A5 Reduce risks in the design stage. 1 20 39 117 99 1121 0.812 4.06 1 

A6 
Extract estimates from BIM models e.g. 

quantities and so on. 
6 10 48 142 70 1088 0.788 3.94 5 

A7 Improve visualization. 3 13 74 132 54 1049 0.760 3.80 12 

A8 

Provide accurate cost, time, and relevant 

information throughout the lifecycle 

management 

4 15 56 144 57 1063 0.770 3.85 9 

A9 Improve communication. 8 28 85 120 35 974 0.706 3.53 28 

A10 Clash detection. 2 17 58 116 83 1089 0.789 3.95 4 

A11 Minimizing rework and change order. 3 13 82 135 43 1030 0.746 3.73 20 

A12 Maximizing productivity. 3 19 59 148 47 1045 0.757 3.79 13 

A13 Improve document management and integration. 1 14 58 149 54 1069 0.775 3.87 8 

A14 
Improve distribution of materials during 

Construction. 
4 24 50 151 47 1041 0.754 3.77 16 

A15 Improve building design and models. 1 10 39 153 73 1115 0.808 4.04 2 

A16 
Arrange location and placement of facility 

elements (like configure, layout, locate, place) 
5 21 63 137 50 1034 0.749 3.75 18 

A17 Provide a building assembly. 4 19 64 133 56 1046 0.758 3.79 14 

A18 Produce as-Built Model 4 18 55 123 76 1077 0.780 3.90 7 

A19 Arrange for Construction consequence. 3 17 70 147 39 1030 0.746 3.73 21 

A20 Facilitate feasibility studies. 4 13 75 142 42 1033 0.749 3.74 19 
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A21 
Improve the communication between all parties 

in the construction. 
5 16 75 133 47 1029 0.746 3.73 22 

A22 Increased efficiency of procurement. 5 19 83 136 33 1001 0.725 3.63 24 

A23 Facility management. 5 25 85 128 33 987 0.715 3.58 25 

A24 Develop the arrangement in the form of contracts  5 27 78 135 31 988 0.716 3.58 26 

A25 

Improve Sustainability of the project by analyze 

models for environmental concerns (energy, day 

lighting, and other) 

5 12 64 134 61 1062 0.770 3.85 10 

A26 Reduce Contingencies. 12 40 79 104 41 950 0.688 3.44 29 

A27 Improve cooperation skills. 8 24 81 132 31 982 0.712 3.56 27 

A28 Analyze models for safety. 5 21 68 120 62 1041 0.754 3.77 17 

A29 Reduce human resource. 11 40 77 118 30 944 0.684 3.42 30 

A30 

All of the shop drawings of the building systems 

for the fabricators can be more easily and quickly 

produced. 

3 17 72 131 53 1042 0.755 3.78 15 

           

According to the RII and mean ranking 

analysis the results revealed the top ten significant 

factors of the advantages of using BIM in the 

construction industry in the Northern Iraq, in the 

first rank comes reduce risks in the design stage 

followed by improve building design and models, 

Improve quality, clash detection,  extract estimates 

from BIM models e.g. quantities and so on, 

manage operation and maintenance of 

constructions during their operating lifecycle, 

produce as-Built Model, improve document 

management and integration, Provide accurate 

cost, time, and relevant information throughout 

the lifecycle management, and minimizing of time 

needed to complete the project with RIIs of 0.812, 

0.808, 0.802, 0.789, 0.788, 0.783, 0.780, 0.775, 

0.770, and 0.768 respectively. The means are 

4.06, 4.04, 4.01, 3.95, 3.94, 3.91, 3.90, 3.87, 3.85, 

and 3.84 respectively. 

 

5.5 Fishbone diagram for the difficulties of 

implementing BIM in Northern Iraq and the 

advantages of using BIM in the construction 

industry in Northern Iraq 

The Fishbone diagram, also known as 

Ishikawa diagram is an analysis tool used to 

determine the potential root causes of a problem. 

This analysis also provides a systematic way of 

examining the effects of the causes that involve 

those effects (Watson, 2004). 

Figure 5 shows the root causes of 

difficulties of implementing BIM in Northern Iraq 

which are lack of education and syllabus in 

college regarding the sophisticated package, e.g., 

ArchiCAD and Revit come in the first rank, 

followed by there is no training and tutoring for 

BIM applications in government departments, lack 

of government supporting and encouraging 

implementing BIM, lack of managers‟ and 

owners‟ awareness and support, no demands for 

BIM use from owners, contractors, government 

and other parties, and lack of standards and 

guidelines for BIM implementation in projects.  

Figure 6 shows the main advantages of 

using BIM in the construction industry in 

Northern Iraq which are reduce risks in the design 

stage comes in the first rank followed by improve 

building design and models, Improve quality, 

clash detection, extract estimates from BIM 

models e.g. quantities and so on, manage 

operation and maintenance of constructions during 

their operating lifecycle, produce as-Built Model 

and improve document management and 

integration. 
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Figure 4: Fishbone diagram for difficulties of implementing BIM in Northern Iraq. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Fishbone diagram for the main advantages of using BIM in the construction industry in 

Northern Iraq. 

 

5.6 Reliability statistical testing results: 

Lack of education and 

syllabus in college 

regarding the 

sophisticated package 

e.g. ArchiCAD and 

Revit. 

There is no 

training and 

tutoring for BIM 

applications in 

government 

departments. 

Lack of 

government 

supporting and 

encouraging 

implementing 

BIM. 

Lack of managers‟ 

and owners‟ 

awareness and 

support. 

No demands for 

BIM use from 

owners, contractors, 

government and 

other parties. 

Lack of 

standards and 

guidelines for 

BIM 

implementation 

Difficulties of 

implementing 

BIM in 

Northern Iraq 

Reduce risks in the 

design stage. 

Improve 

building design 

and models. 

Improve quality 

Clash detection. 

Extract estimates 

from BIM models 

e.g. quantities and 

so on. 

Manage operations 

and maintenance of 

buildings throughout 

their 

operational lifecycle. Advantages of 

using BIM in 

the 

construction 

industry 
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The Cronbach‟s Alpha result for the 

difficulties of implementing BIM in Northern Iraq 

is 0.833, which is within the high reliability and 

the Cronbach‟s Alpha result for the advantages of 

using BIM in Northern Iraq is 0.918 which is 

within the excellent reliability as shown in Table 

4. 

Table 4: The alpha-Cronbach coefficient degree 

for the difficulties of implementing BIM in 

Northern Iraq and for the advantages of using 

BIM in Northern Iraq. 

Reliability Statistics (the difficulties of 

implementing BIM in Northern Iraq) 

Cronbach's Alpha N of Items 

.833 28 

Reliability Statistics (the advantages of using 

BIM in Northern Iraq) 

Cronbach's Alpha N of Items 

.918 30 

 

5.7 Statistical analysis of One-Way ANOVA by 

using SPSS results. 

After computing two variables (Mean1 for 

the means of the 28 difficulties factors of 

implementing BIM in the Northern Iraq and 

Mean2 for the means of the 30 advantages factors 

of using BIM in Northern Iraq), One-Way 

ANOVA analysis was used to compare the 

opinions of respondents engineers in the three 

Governorates. 

The Null Hypothesis (Ho): µErbil = 

µKirkuk = µ Sulaymaniyah 

Alternative Hypothesis (Ha): µErbil ≠ 

µKirkuk ≠ µ Sulaymaniyah 

The ANOVA results showed that there is 

no significant different  between means (sig. = 

.639 > .05)  that is proof the engineers opinions 

regarding the difficulties of implementing BIM in 

Northern Iraq in the three Governorates and their 

views were very close to each other as shown in 

Table 5. Therefore, the Null Hypothesis (Ho) was 

accepted. 

 

Table 5: ANOVA test results Mean1(the means of 

the 28 difficulties factors of implementing BIM in 

the Northern Iraq)  

 

Sum of 

Squares df 

Mean 

Square F Sig. 

Between 

Groups 

.153 2 .076 .448 .639 

Within Groups 46.544 273 .170   

Total 46.697 275    

 

Table 6 shows the means converge in the three 

Governorate Erbil, Kirkuk, and Sulaymaniyah, 

which is 3.406, 3.463, and 3.419, respectively. 
 

 

 

 

Table 6: Descriptives for Mean1 (the means of the 28 difficulties factors of implementing BIM in the 

Northern Iraq) 

 N Mean Std. Deviation Std. Error 

95% Confidence Interval for 

Mean 

Minimum Maximum Lower Bound Upper Bound 

Erbil 95 3.406 .46129 .04733 3.3117 3.4996 1.82 4.29 

Kirkuk 82 3.463 .35828 .03957 3.3838 3.5413 2.75 4.36 

Sulaymaniyah 99 3.419 .40588 .04079 3.3382 3.5001 2.36 5.00 

Total 276 3.427 .41208 .02480 3.3786 3.4762 1.82 5.00 

 

 

The results presented that there is no 

significant different (sig. = .722 > .05)  between 

respondent ideas regarding the advantages of 

using BIM in Northern Iraq in the three 

Governorates and their opinions were same or 
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near to each other as shown in Table 7. Therefore 

the Null Hypothesis (Ho) was accepted. 

 

 

 

 

Table 7: ANOVA test results Mean2 (the means 

of the 30 advantages factors of using BIM in 

Northern Iraq) 

 

 

Sum of 

Squares df 

Mean 

Square F Sig. 

Between 

Groups 

.151 2 .076 .325 .722 

Within Groups 63.506 273 .233   

Total 63.658 275    

 

Table 8 illustrates the means converge in the three 

Governorate Erbil, Kirkuk, and Sulaymaniyah, 

which is 3.792, 3.733, and 3.770, respectively. 

 

 

 

 

 

 

 

Table 8: Descriptives for Mean2 (the means of the 30 advantages factors of using BIM in Northern Iraq)

 N Mean Std. Deviation Std. Error 

95% Confidence Interval for Mean 

Minimum Maximum Lower Bound Upper Bound 

Erbil 95 3.792 .51704 .05305 3.6863 3.8969 2.20 5.00 

Kirkuk 82 3.733 .46570 .05143 3.6310 3.8357 2.57 4.63 

Sulaymaniyah 99 3.770 .46082 .04631 3.6785 3.8623 2.53 5.00 

Total 276 3.767 .48113 .02896 3.7097 3.8237 2.20 5.00 

 

 

6. Conclusions  

This investigation has provided important 

results in the current situation, difficulties, and 

advantages of BIM Implementation in the 

Construction Sector in Northern Iraq. 

1.  In Northern Iraq there is lacking in BIM 

implementation and knowledge, 3.99% 

from respondent engineers are experts in 

BIM, 25.36% from respondent engineers 

are using BIM tools, and 76.45% of 

respondents have not implemented BIM in 

any of their projects whether in private or 

public sector.  

2. The third part of the questionnaire results 

of this research identified and ranked the 

major first five difficulties factors of 

implementing BIM in Northern Iraq, 

which is lack of education and syllabus in 

college regarding the sophisticated 

package, e.g., ArchiCAD and Revit comes 

in the first rank, followed by there is no 

training and tutoring for BIM applications 

in government departments, lack of 

government supporting and encouraging 

implementing BIM, lack of managers‟ and 

owners‟ awareness and support, and no 

demands for BIM use from owners, 

contractors, government and other parties 

respectively.  

3. The last part of the questionnaire analysis 

revealed the significant first five 

advantages of using BIM in the 

construction industry, which is reduce 

risks in the design stage comes in the first 

rank. Followed by improve building 

design, models and Improve the quality of 

the building, clash detection, and extract 

estimates from BIM models, e.g. quantities 

and so on, respectively.  

4. The Fishbone diagram shows the root 

causes of difficulties of implementing BIM 

in Northern Iraq and shows the main 

advantages of using BIM in the 

construction industry. 

5. ANOVA analysis revealed that the 

respondent engineers have the same 

opinion or the close view about the 
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difficulties and advantages of implement 

BIM in the three Governorate Erbil, 

Kirkuk, and Sulaymaniyah and the Null 

Hypothesis (Ho) is accepted (µErbil = µKirkuk 

= µ Sulaymaniyah). 
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A B S T R A C T: 
In This paper, an experimental work is carried out to study behavior and performance of Self compacted concrete (SCC) T-section 

beams reinforced with Aramid fiber reinforced polymers (AFRP) bar. Key variables that taken into consideration were flexural 

reinforcement ratio, different self-compacted concrete mixes having different strengths. Normal strength steel bars for data 

comparison. 9 samples of T-sections were designed using (AFRP) to be weak in flexure. 3 samples of T-sections were used with 

normal steel bars as control samples for comparison. The effect of these fiber reinforcement contents on flexural behavior and 

crack pattern were observed during third-point loading tests. A data comparison was performed between experimental and 

analytical beam calculation using ACI 440 as an applied design source. The results show that the final deflection was more in 

AFRP compared with steel reinforced beams indicating to significant enhancement in strength and toughness. The ultimate 

capacity of AFRP beams increased more than steel reinforced beams by increasing self-compacting concrete strength. The 

reinforcement ratio improves the final resisting load as the ratio increases. The maximum observed crack-width in beams 

reinforced with AFRP bars is three to five times that of normal steel reinforced beams. The exactness of the data depends on both 

the compressive strength and reinforcement ratio for both AFRP and conventional steel bars. It is seen from data comparison 

between the experimental work and the ACI 440, That the ACI440 is more conservative when AFRP is used in SCC. 
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INTRODUCTION : 

 

T-beam is produced as a combination slab 

beam action in reinforced concrete system as they 

placed monolithically; these two parts acts 

together to resist flexural and shear stresses (Daia 

& Thomas, 2002; Guowei et al., 2011; Tiago et 

al., 2010; Erki & Rizkalla, 1993). Self-Compacted 

Concrete (SCC) become popular in construction 

industry. 

 

 

 

 

 

 

 

 

         Because of high flowability and moderate 

viscosity, no blocking may occur during flow; 

which has to de-air by itself during casting of 

SCC. It is used in specific structures instead of the 

conventional type concrete (Yasser, 2012; Raya & 

Bilal 2015). Here the most point of concern in 

concrete structures is the durability. Corrosion of 

steel reinforcement (main element in casting 

members) is related to durability problem. 

Corrosion attacked constructions are chemical 

industry facilities, coastal structures, bridges, and 

ports; they are examples of critical structures 

subject to reinforcement corrosion. Different types 

of reinforcements are used to fill the tension 

weakness side of concrete, such as fiber-

reinforced polymers (FRP) (Abdullah & Abdul 

Kadir, 2016), glass fiber reinforced polymers 
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(GFRP), and aramid fiber reinforced polymers 

(AFRP). The main advantage of these materials 

than conventional reinforcement is corrosion 

resistance, it can be used in magnetic field area, 

and has high strength-to-weight ratio (Rolland et 

al., 2014; Efe & Head, 2014; Ola & Jonas, 1993). 

AFRP bars are made of composite fibers and 

possess numerous other distinct properties such as 

excellent fatigue behavior, high tensile strength, 

and non-conductivity, while their thermal 

expansion is close to that of concrete. These bars 

govern structural behavior of casted elements 

when subjected to flexural stresses. The elastic 

modulus, tensile strength, and bond properties are 

the main mechanical properties of AFRP (Rolland 

et al., 2014; Ola & Jonas 1993; ACI 440.1R, 

2006). Up to date, very little work has investigated 

the flexural behavior and performance of T-beams 

reinforced with AFRP and casted by Self 

compacted concrete.  Lee et al. (Lee et al., 2011) 

investigated the externally strengthened T-beam 

behavior in shear and the performance of these 

beams. It was concluded that the strengthening 

length of the sheets, fiber direction combination, 

and anchorage have significant influence on the 

shear performance of strengthened deep beams. 

Tavares et al. (Tavares et al., 2008) studied the 

behavior of reinforced concrete beams reinforced 

with GFRP bars. They show that the capacity of 

the beams was lower than that of the steel-

reinforced beam and it seen that similar flexural 

capacity can be achieved for the steel- and for the 

GFRP-reinforced concrete beams by controlling 

the stiffness. Buyukkaragoz et al. (Buyukkaragoz 

et al., 2013) made a numerical study of concrete 

beams reinforced with AFRP bars to focus on the 

flexural behavior. The load on the beams found by 

finite elements FE was near to those from the 

effective moment of inertia expressions, the 

numerical ultimate moments also correlated well 

with the analytical values of concrete stress-strain 

models. Numerical analyses, which hardly predict 

the sudden reduction in the flexural rigidity of 

FRP-reinforced concrete beams due to the 

crushing of cover concrete, were shown to provide 

somewhat conservative deflection estimates. 

 

2.  RESEARCH SIGNIFICANT 

 

In the present study, series of T-beams were tested 

to investigate the flexural behavior of T-section 

casted with SCC and reinforced with AFRP bars, 

to show their influence on load carrying capacity, 

toughness, and changing of properties while 

comparing with normal concrete with 

conventional steel bars. A total of 12 T-beams 

sections (9 reinforced by AFRP and 3 with steel 

bars) were designed to be deficient in flexure. The 

behaviors of the tested beams were studied during 

static third -point loading tests with crack patterns. 

The flexural behaviors were observed from the 

load-displacement curves. In addition, a 

comparative study was made between the present 

experimental results and theoretical results based 

on ACI440 (ACI440, 2006).  

 

3.  EXPERIMENTAL PROGRAM 

The test program include fabrication of T-beams 

with three different compressive strengths of self-

compacted concrete 60, 80, and 100 MPa, and 

using AFRP as main longitudinal reinforcement 

with different ratios (less than balance 

reinforcement, between balance and        ratio, 

and more than      ). Also three beams were 

casted using conventional steel bars with balanced 

reinforcement ratio, as a reference 

 

3.1. Details of Flexural -Deficient T-Beams 

A total of 12 reinforced SCC T-beams, 3 normal 

reinforced with steel bars and the other with 

AFRP bars was designed and casted. T-beams 

dimension were: web width 75mm, flange width 

200mm, flange thickness 50mm, over all height 

200mm, with beam length of 1100mm as shown 

in Fig.1. The notation (TA) was given for Aramid 

reinforced samples, while (TS) was given for 

normal reinforced samples. The reinforcing details 

of all the group samples are given in Table.1. 

 

 
Figure 1: Tested beam geometry 

 

3.2. Details of Self Compacted Concrete 

Control specimens’ properties of the SCC in fresh 

state and hardened state were studied through a 

series of casting and testing of concrete specimens 

Table (2). Properties of SCC in fresh state which 
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includes: slump flow test which investigate the 

filling ability and flow time (T50), The V-funnel 

test which measures the flow time for SCC needs 
 

Table (1) Tested beam details 

 
 

to pass a narrow opening that show the filling 

ability blocking and/or segregation do not take 

place, and L-box test which measures the reached 

height of fresh SCC in the formworks, were 

examined and listed in Table (3). In the hardened 

state, the compressive strength and modulus of 

elasticity tests were carried out (Yaseen S.A. et al, 

2017) (Hamad Amen, et al, 2018).  

 
Table (2) Self-compacted concrete mix proportion 

 
 

Table (3) Fresh self-compacted concrete test results 

 
 

4.  RESULTS EVALUATION  

4.1. Outcome Results  

The results of all specimens with their 1
st
 cracking 

load, deflection, ultimate load (Pu), and their final 

deflections are summarized in Table 4. 

 
Table (4) Tests results of SCC T-Beams 

 
4.2. Crack Pattern and Modes of Failure  

 

The flexural crack of the T-beam specimens starts 

at the bottom close to mid-span of beam when the 

applied load reached the values shown in Table 4. 

The first crack load increased slightly when the 

concrete strength changed from 60 to100MPa for 

the same reinforcement ratio. Steel reinforced 

specimens had extremely lesser deflection at first 

crack at very higher loads compared with aramid 

reinforced beams. Number of cracks increases by 

load increasing and extend upward, indicating the 

neutral axis movement upward as shown in Fig. 2. 

Further loading on specimens, cracks propagated 

typically as for ordinary flexural beams. The 

cracks at the failure stage in the AFRP reinforced 

beam were mainly vertical cracks under the 

applied load. These cracks had similar shape but 

larger width than the cracks in the steel reinforced 

beam. The final crack spacing approximately was 

2.3, 3.4, 5.8 mm for the three ratios respectively. 

The maximum observed crack-width in beams 

reinforced with AFRP bars is three to five times 

with that of normal steel reinforced beams. In 

contrast, the cracks in the steel-reinforced beam 

were mainly one vertical and two inclined cracks; 

all of them started from bottom and moved up to 

where the load line was imposed. Observation of 

the cracks shows that the crack propagation was 

much progressive on the AFRP beams than steel 

reinforced beam. The number of cracks was much 

larger in the AFRP specimens compared to the 

normal T-beams. All beams failed under 

compression failure at regions close to the loading 

points. On the normal beam, the failure was 

initiated by the yielding of the steel reinforcement 

and followed by the compression failure of the 

concrete. The final deflections of AFRP beam 

ranged between 80-90mm more than the steel 

reinforced beams which was 6 mm. 

 

4.3. Compressive Strength Effects on Ultimate 

Capacity  
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A different group of T-beams with same 

reinforcement ratios are compared for each of the 

compressive strength of SCC taken in this paper. 

The increase of ultimate capacity seen to be small 

in low AFRP ratios and increased when the 

strength changed from 60MPa, to 80MPa, and 

then to 100MPa for reinforcement ratios listed in 

Table 1, respectively as shown in Fig. 3. 

 

 

 
Figure 2: Crack pattern of T-beams 

 

The smooth increase of load carrying capacity is 

observed for the three samples of each strength 

indicated. The AFRP and steel reinforced beams 

that have the same reinforcement ratio were 

compared, the steel reinforced beams load 

carrying capacity differs by 56.7%, 15.33%, and -

17.93% than aramid reinforced beams respectively 

for concrete strength’s groups. The steel 

reinforced beams show an increase of 43.6% in 

load carrying capacity when the concrete strength 

changed from 60 to 80 MPa and increase of 3.45% 

when the strength changed from 80 to 100 MPa.  

 
Figure 3: Ultimate load capacity vs SCC strength 

 

4.4. AFRP Reinforcement Ratio Effect 

 

Three beams were reinforced with ratios (     , 

           and           for each SCC 

concrete type. Three beams were reinforced with 

normal strength steel bar having balanced ratio of 

reinforcement for comparison purposes were 

tested under static loading conditions. The 

reinforcement ratio improves the final resisting 

load as the ratio increase. The increase was 

79.9%, 29.7%, and 12.8% for each compressive 

strength group when the ratio changed from 

     to           , and the increase were 

16.9%, 11.4%, and 11.4% for each compressive 

strength when the ratio changed from       
      to          as shown in Fig. 4.  

 

 
Figure 4: Ultimate load capacity vs AFRP ratio 

 

4.5. Load Displacement Relations 

 

The relationships between applied load stages and 

their deflection response at the mid span are 

shown in figs. 5, 6, 7 for AFRP reinforced beams, 

and Fig.8 for steel reinforced beam. An extensive 

deformation was noted at failure as shown in Fig. 
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2 and Figs. 5, 6, 7 in aramid beams and the effect 

of increasing the AFRP ratio had slight influence 

on reducing the deflections in the beams; these are 

due the low elastic modulus of AFRP. The 

increase of the reinforcement ratio had an effect of 

increasing the ultimate load capacity of the beams. 

A very small deflection was seen in normal 

strength steel reinforced beams with a moderate 

final load carrying capacity. The deformed Steel 

bars carry a load better than AFRP because it is 

stiffer. From a large load carrying intensities 

shown, it is concluded that the AFRP bars develop 

high tensile stress like steel bars higher at high 

strain levels. An increase in load carrying capacity 

was seen in comparison of similar AFRP ratio 

groups by changing the concrete strength. For 

     group an increase in load were 93.5% and 

46.6% when the strengths changed from 60-80 

MPa and 80-100 MPa respectively, for       
       group an increase in load was 39.58% and 

27.4% when the strengths changed from 60-80 

MPa and 80-100 MPa respectively, and for 

         group an increase in load was 32.95% 

and 27.58% when the strengths changed from 60-

80 MPa and 80-100 MPa respectively. The 

displacements in steel reinforced beams were too 

smaller compared with AFRP beams. The 

displacements reduced with increasing the 

concrete strength, but the load carrying capacity 

increased with increasing the SCC strength as 

seen in Fig. 8. 

 

  
Figure 5: Force-Displacement response for G1-   ́ = 60MPa 

Aramid and steel reinforced T-beams 

 

 
Figure 6: Force-Displacement response for G2-   ́ = 80MPa 

Aramid and steel reinforced T-beams 

 

 
Figure 7: Force-Displacement response for G3-   ́ = 

100MPa Aramid and steel reinforced T-beams 

 

 
Figure 8: Force-Displacement response for steel reinforced 

T-beams 

 

5.THEORETICAL STRESS BLOCK 

EVALUATION 

 

When the neutral axis depth lay within the flange 

of T-beam (a ≤ hf), it means the beam acts as a 

rectangular section with a width of the concrete 

compression block is equal to the bf (flange 

width), Fig. 9. The neutral axis depth c (and 

consequently the equivalent stress block 

evaluated) is found from the axial force and 

moment equilibrium equations. The value of (a) 

for the concentric loading cases of T-beam 

increases as the concrete strength increases 
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(related to strain value), and vice versa. It can be 

easily observed from Fig.10 that the SCC 

compressive strength affects the values of (a) for 

the same reinforcement ratio groups (Aramid & 

Steel). An increase in block depth was observed 

by increasing the strength of concrete for AFRP 

     and steel     , while it Noted that the 

depths for AFRP            and         

were too large and equal for the same group of 

reinforcement ratio. The effect of reinforcement 

ratio on the values of (a) for the same groups of 

SCC compressive strength is shown in fig.11. It is 

recorded that there is a significant increase in the 

depth of compressive stress by increasing the 

reinforcement ratio for all AFRP samples.  

 
Figure 9: Flanged T-beam (a ≤ hf) 

 

 
Figure 10: Effect of SCC compressive Strength on 

Equivalent stress block 

 

 
Figure 11: Effect of reinforcement ratio of (Aramid & 

Steel) on depth of Equivalent stress block 

 

6. ANALYTICAL METHODS FOR   

COMPARISON USING ACI440-06 

 

The difference in properties of used bars AFRP 

and normal steel, leads to obtain different 

strengths and strains which affects the 

determination of actual and balanced 

reinforcement ratio, and consequently, affected on 

equivalent stress block depth. The depth of stress 

block and the ultimate moment capacity for the 

under reinforced (for all types of reinforcement) 

are found by using conventional ACI 440 

equations (Eq 1 & 2).  

 

       ;   
 

  
   ;   

       (
   

 
)        ;    

    

        
        Eq.1 

 

        (   
 ⁄ )             (   

 ⁄ ) Eq.2 

 

The experimental versus the theoretical data for 

comparison are presented in figs. 12,13,14,15, 

&16. Ultimate load capacity versus SCC strength 

and reinforcement ratio are plotted for AFRP and 

normal steel reinforced T-beams. The effect of 

increasing the of self-compacted concrete strength 

lead to an increasing  It is observed that as the 

SSC strength increases, the load carrying capacity 

increases, the increasing ratio was 183% for 

    , 78% for             and 70% for 

         as the strength change from 60MPa to 

100MPa fig.12. The increase in the reinforcement 

ratio leads to increase the load capacity as well, 

the load carrying capacity increased by 110.4%  

for 60MPa, 44.5% for 80MPa, and 25.77% for 

100MPa when the reinforcement ratio change 

from(      to          ) fig. 13. From the 

plotted relation it is seen that there is good 

agreement between the experimental and 

theoretical results with increasing compression 

strength. Similar relation is seen between the 

experimental and theoretical data for conventional 

steel bars. It is seen that the ACI440 method was 

more conservative. 

 

 
Figure 12: Analytical and experimental beam capacity vs 

SCC strength 

https://context.reverso.net/%D8%A7%D9%84%D8%AA%D8%B1%D8%AC%D9%85%D8%A9/%D8%A7%D9%84%D8%A5%D9%86%D8%AC%D9%84%D9%8A%D8%B2%D9%8A%D8%A9-%D8%A7%D9%84%D8%B9%D8%B1%D8%A8%D9%8A%D8%A9/and+vice+versa
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Figure 13: Analytical and experimental beam capacity vs 

Reinforcement Ratio 

 
Figure 14: Analytical and experimental beam capacity 

vs Reinforcement Ratio for G1-  ́=60MPa 

 

 
Figure 15: Analytical and experimental beam capacity 

vs Reinforcement Ratio for G2-  ́=80MPa 

 

 
Figure 16: Analytical and experimental beam capacity 

vs Reinforcement Ratio for G3-  ́=100MPa 

 

7.  CONCLUSION 

 

1-The final deflection increases with the increase 

of the reinforcement ratio for the three group 

(      ,              and           ), 

while the deflection was limited in the deformed 

normal steel bar reinforced beams, which reflects 

to toughness enhancement compared with steel 

bars. 

2- An increase in load carrying capacity were seen 

in comparison of similar AFRP ratio groups by 

changing the concrete strength, for      group 

an increase in load were 93.5% and 46.6% when 

the strengths changed from 60-80 MPa and 80-

100 MPa respectively, for              group 

an increase in load were 39.58% and 27.4% when 

the strengths changed from 60-80 MPa and 80-

100 MPa respectively, and for          group 

an increase in load were 32.95% and 27.58% 

when the strengths changed from 60-80 MPa and 

80-100 MPa respectively. 

3- The steel reinforced beams load carrying 

capacity differs by 56.7%, 15.33%, and -17.93% 

than aramid reinforced beams for all concrete 

strength’s groups for balanced reinforcement ratio.  

4-The steel reinforced beams show an increase of 

43.6% in load carrying capacity when the concrete 

strength changed from 60 to 80 MPa and increase 

of 3.45% when the strength changed from 80 to 

100 MPa.  

5- The reinforcement ratio improves the final 

resisting load as the ratio increases. The increase 

was 79.9%, 29.7%, and 12.8% for each 

compressive strength when the ratio changed from 

      to             . and the increase 

were 16.9%, 11.4%, and 11.4% for each 

compressive strength when the ratio changed from   

           to         .  

6-The final crack spacing approximately were 2.3, 

3.4, 5.8 mm for the three ratios respectively. The 

maximum observed crack-width in beams 

reinforced with AFRP bars is three to five times 

that of normal steel reinforced beams. 

7- In theoretical calculation, an increase in block 

depth was obtained when increasing the strength 

of concrete for AFRP      and steel     , 

while the depths for AFRP            and 

        were too large and equal for the same 

group of reinforcement ratio. 

8- It is from data comparison with experimental 

work that the ACI440 method was more 

conservative when applied on SCC AFRP 

reinforced beams. 
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A B S T R A C T: 
This article presents the evaluation of full scale reinforced concrete frames subjected to natural fire at early age. The test 

program consisted of constructing three large frames of reinforced concrete as well as revealing them to the natural fire by 

shooting their formwork when the age of concrete achieves three and five days. The evaluation of reinforced concrete frames was 

done by the load test method as described in the American Concrete Institute (ACI), namely the 24 hrs load test method, which is 

evaluation criteria that have been in use for several decades. For each frame, the structural evaluation based on deflection criteria 

is discussed. Results showed that the frame exposed early to natural fire was generally more affected than the other frame, as its 

midspan deflection was increased to about 109% if compared to frame not exposed to fire. 

 
 

KEY WORDS: Reinforced concrete structures, Natural fire, Early ages, ACI load test methods   

DOI: http://dx.doi.org/10.21271/ZJPAS.32.2.12 

ZJPAS (2020) , 32(2);115-128   .       

 

 

 

1. INTRODUCTION 

 

Concrete is the composite material widely 

used in Iraq's structural system and worldwide 

(Bikhiet et al., 2014). The common material used 

in Iraq for molding formwork of reinforced 

concrete structures is timber. Timber is a famous 

material that burns rapidly, particularly in the 

summer season, when oiled. Therefore, in recent 

years, in some developing countries numerous fire 

accidents occurred in reinforced concrete 

buildings during the construction stage, due to 

problems with the construction procedure and on-

site management (Lu et al., 2019). The concrete in 

the mold usually reaches an early age in these 

conditions (i.e., the "young"), and the inner chem- 

 

 

 

 

ical composition of early-age concrete differs 

from that in the carrier due to unfinished early-age 

hydration. 

The literature contains overall evaluations 

of concrete performance at high temperatures 

(Khoury, 1992, Schneider, 1988, Xiao and König, 

2004). An extensive study has revealed that 

concrete is a multipurpose material and, if 

properly designed, can be fundamentally fire-

resistant. The reaction to a natural fire of the 

concrete material and structure relies on the kind 

of fire, which can differ significantly (Khoury et 

al., 2007).  

Available studies have been established 

either using ―time-temperature curve‖ methods 

sometimes called ―standard fire curves‖ such as 

those mentioned in ISO 834 (ISO 834, 2014) and 

ASTM E119 (ASTM E119, 2000) (based on 

experimental observations) or using ―natural fire‖ 
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methods (Behnam and Ronagh, 2013). The studies 

showed that the behavior of structural elements 

under natural fire is completely different from that 

observed during the standard fire tests. The 

standard fire curve is not representative of a real 

fire in a real building (Li et al., 2015). However, 

fires in compartments are simulated using natural 

fire where both heating and cooling phases are 

taken into consideration, and they provide a 

realistic illustration of a fire event (Behnam, 

2018). 

Bisby et al. (2013) results have been 

reviewed for non-standard large-scale fire test 

structures. They noted that non-standard fire tests 

conducted worldwide over the last three decades 

detected different weaknesses in our knowledge of 

natural fires; in most cases, standard furnace tests 

could not identify these weaknesses.  

Fire causes heat to flow into the concrete 

structure. The temperature in the concrete mass 

will rise, thereby causing thermal expansion of the 

constituents, evaporation of moisture, the buildup 

of pore pressure, and the degradation of 

mechanical properties (Khoury et al., 2007). The 

deterioration of concrete strength due to short-

term exposure to elevated temperature (fire) has 

attracted attention in the last decades. The nature 

of the fire, types of structure, and loading system 

are reasons that the modes of concrete failure 

under fire exposure will be varied (Bikhiet et al., 

2014).  

When concrete exposed to high 

temperatures, the chemical composition and 

physical structure change considerably, resulting 

in a significant reduction of the mechanical 

properties, such as strength, modulus of elasticity, 

and volume stability. These changes are related to 

differential thermal expansions between the 

aggregate and cement paste associated with 

dehydration of the cement paste due to the 

decomposition of the calcium silicate hydrate (C-

S-H) (Kirchhof et al., 2015). However, when the 

temperature reaches about 300 °C, some of the 

combined water from C–S–H and chloraluminite 

hydrates and the interlayer (C–S–H) water will 

evaporate. Calcium hydroxide Ca(OH)2, which is 

one of the essential compounds in cement paste, 

dissociates at around 530 °C, thereby resulting in 

the shrinkage of concrete (Chen et al., 2009). 

While severe fire can cause significant 

damage to reinforced concrete structures, 

reinforced concrete structures failure is rarely 

caused by fire damage. If a fire accident takes 

place during the construction stage, then the 

residual strength of younger reinforced concrete 

structural elements should be assessed by the 

engineers so that the safety and reparability of the 

structure after the fire evaluated (Lu et al., 2019). 

An important issue involving researchers 

and engineers in many countries is the evaluation 

of existing buildings (Pucinotti, 2015). In-situ 

load testing is a method widely used for 

evaluating the strength of the existing structure 

(ElBatanouny et al., 2015). The U.S. is a century-

old tradition that the in-situ load testing of 

concrete structures where one of the 1890s ' oldest 

cases with excellent documentation. The most 

direct evidence of the exclusive and novel 

performance of construction materials and 

methods was on-site load testing in the early days. 

The American Concrete Institute ACI started 

standardizing load testing processes of concrete 

structure in 1920. The ACI addresses in-situ load 

testing in two standards: a) ACI 318 chapter 27 

―Building Code Requirements for Structural 

Concrete‖ (ACI 318-19, 2019), and b) ACI 437 

―Code Requirements for Load Testing of Existing 

Concrete Structures‖ (ACI 437.2-13, 2013).  The 

test criteria for passing the stress test focused on 

maximum deflection under continuous load in 

combination with deflection recovery following 

removal of the test load (Galati et al., 2008). 

In technical literature, there is almost no 

relevant study available on assessment of early 

ages of reinforced concrete frames exposed to 

natural fire. Thus, an investigational study was 

performed on the strength assessment of early-age 

concrete by in situ load test after exposed high-

temperature. The consequence of removing the 

formwork was identified by firing the wood on 

reinforced concrete frames at an early age. 

 

2. MATERIALS AND METHODS  

2.1 Frame Dimensions and Details 

The test program consisted of casting three 

frames of reinforced concrete, which has the same 

dimensions. These dimensions are shown in 

Figure 1; the column cross-section was 300×300 

mm; the beam width was 300 mm, 300 mm 

dropped below the slab; and the slab thickness 

was 120 mm. The span of the frame in both 

directions between the center of the columns was 
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4000 mm, and the height of the column was 3000 

mm. The test frame was supported on four single 

column footings built specifically for this purpose. 

 

Figure 1: Dimensions of frame structure 

The casting of reinforced concrete frames 

was performed by ready mixed concrete, which 

was provided by Lafarge Company (a special 

company for supplying high quality ready mixed 

concrete). Furthermore, the casting of the test 

frame occurred in two stages. The footings were 

cast first on the strong-floor. The columns, beams, 

and slab of the frame were cast in one stage during 

the pour of concrete in the structure. Care was 

taken during mixing and placing operations to 

ensure consistent concrete properties and 

consolidation. A sufficient number of control 

specimens were collected to monitor strength 

development in the test frame, particularly for 

determining the strength of concrete in the frame 

at the time of the load test.  

The reinforcement details of the frame are 

shown in Figure 2 and Figure 3. Table 1 shows the 

detail of the full-scale reinforced concrete frames 

and variables. The primary variable used in this 

investigation is the age of concrete when 

subjected to fire in order to understand the effect 

of concrete age on reinforced concrete frame 

deformation, as presented in Table 1. 

   

 

Figure 2: Reinforcement details of column, beam and footing 

Column

300*300mm

Beam

300*420mm

120 mm Slab

thickness
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Figure 3: Reinforcement details of slab 

Table (1) Frames with variables 

Frame 

No. 

fcu 

(MPa) 

Exposed 

to fire 

Age at fire 

exposure 

(Days) 

FF3 33.5 yes 3 

FF5 41.9 yes 5 

FN 38.3 no Nil 

 

2.2 Materials 

Three reinforced concrete frames were 

constructed using ordinary Portland cement / 

Lafarge OPC, water, fine aggregate, crushed 

aggregated gravel was locally available used as 

coarse aggregate with a maximum size of 19 mm. 

The mix proportion used in fabricating reinforced 

concrete frames is presented in Table 2. 

Table (2) Mix proportion 

Specified 

concrete 

strength  
fcu (MPa) 

W/C 
(%) 

Cement 
(kg/m3) 

Water 
(kg/m3) 

Fine 

Aggregate 
(kg/m3) 

Coarse 

Aggregate 
(kg/m3) 

35 0.51 356 182 701 1131 

 

2.3 Time–Temperature Curve 

In any fire test, it should follow one kind 

of the time-temperature curve. Furthermore, there 

are two types of time-temperature curves; 

standards and natural. However in the current 

paper we prefer the stance taken by Harmathy and 

Lie who rightly noted that ―it always must be 

borne in mind that in a strict sense standard fire 

endurance (testing) is not a measure of the actual 

performance of an element in fire, and, 

furthermore, that it is not even a perfect measure 

for comparison‖ (Harmathy and Lie, 1970). 

After creating a wooden mold for the 

concrete frame, then cast with concrete. The 

concrete curing process began and continued until 

the concrete age was three days for FF3 and five 

days for FF5. Then the wooden mold of the 

reinforced concrete frame was burned, as shown 

in Figure 4. The temperature of the inside concrete 

was increased after the wooden mold was burned. 

The measuring temperature inside the concrete 

was done by inserting k-type thermocouples into 

the mold before casting, as shown in Figure 5. A 

total of 11 number of embedded thermocouples 

were used and secured in place before the casting 

of concrete. The location of the thermocouples is 

shown in Figure 6. 

 

 

Figure 4: Reinforced concrete frame exposed to fire 

 

 

Figure 5: Insertion of a thermocouple 

The average time-temperature curve, as 

shown in Figure 7, was drawn after all recorded 

temperatures  were  collected. Thus, with time, the 
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Figure 6: Location of thermocouples 

 

Figure 7: Average time-temperature relationship 
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temperature was increased. Flashover occurred 

between four and five minutes, after which, the 

fire advanced to its fully developed stage. 

Generally, the temperature rose significantly in 

the first 10 minutes and reached 400 °C due to the 

fire in the ignition step. The temperature then 

dropped to an average of 200 °C until the firing 

process was completed. The temperature variation 

inside the elements of the reinforced concrete 

frame is shown in Figures 8, 9, 10, 11 and 12. 

After the fire was burned all the wooden 

formwork of frame, then the frame was cooled in 

the air without using water. 

 

 

Figure 8: Time-temperature relationship of column at 

bottom 

 

 

Figure 9: Time-temperature relationship of column at mid 

height 

 

 

Figure 10: Time-temperature relationship of column at top 

 

Figure 11: Time-temperature relationship of beam 

 

Figure 12: Time-temperature relationship of slab 

 

2.4 Description of the Load Test 

In particular, load testing was performed in 

a download method by uniformly distributing a 

load of sandbags with known weight over the 

entire area of the slab to check the deflection of 

the slab. 

The design loads were simulated utilizing 

sandbags, and the weight of each sandbag was 

equal to 25 kg in order to be easy to installing and 

removing it on the structure. To distribute the 

sandbags on the slab equally, for this purpose, the 

slab divided into strips of 1m width to set the 

required load on one m
2
. The sandbags were 

distributed precisely like a real load. These 

sandbags give the perfect response of the slab 

system and allow using lighter equipment at a low 

cost. The load test of the slabs was done in phases, 

as presented in the following sections. 

Deflection measurements were taken in 

three different locations in the slab and the beams 

by installing dial gauges, while two locations were 

selected for column displacement in order 

monitoring the displacement during the load test, 

Deflection and displacement measurements were 

taken by 100-millimeter dial gauge which fixed on 

0

100

200

300

400

0 20 40 60

T
em

p
er

a
tu

re
, 

o
C

 

Time, min 

Outside
Center

0

100

200

300

400

500

600

0 20 40 60

T
em

p
er

a
tu

re
, 

o
C

 

Time, min 

Outside
Center

0

100

200

300

0 20 40 60

T
em

p
er

a
tu

re
, 

o
C

 

Time, min 

Outside

Center

0

100

200

300

400

500

600

700

800

0 20 40 60

T
em

p
er

a
tu

re
, 

o
C

 

Time, min 

Outside

Quarter width

Center

0

200

400

600

800

1000

0 20 40 60

T
em

p
e
r
a

tu
r
e
, 

o
C

 

Time, min 

Bottom
Top



Omer. M. and Jaf. D.  /ZJPAS: 2019, 31 (5): 1-16 
121 

 

ZANCO Journal of Pure and Applied Sciences 2020 

 

    

    

 

stands and set below the slab & beams and beside 

of column. The first dial gauges were installed at 

the center point of the slab, and the second and 

third dial gauge was mounted in the middle of the 

two beams, while the fourth and fifth dial gauges 

were installed beside the column in two directions 

and at mid-height as shown in Figure 13. 

 

 

 

Figure 13: Location of installed dial gauges 

 

2.5 Testing Procedure 

The next section shows the conceptual 

steps followed in order to:  

• Determine the value of the total test load 

magnitude during a preparatory phase. 

• Obtain continuous structural assessment during 

the load test performance. 

2.5.1 Protocols of Load Test 

Both the ACI 318-19 chapter 27 (ACI 318-

19, 2019) and ACI 437.2-13 (ACI 437.2-13, 2013) 

stated that the age of concrete structure should be 

higher than 56 days also stated that the 24 hrs load 

test consists in the monotonic loading of the 

structure up to the designed load level followed by 

a phase in which the load is sustained for a time 

period of at least 24 hrs. The two variables are 

considered for the principal evaluation, and they 

are:  

•Dead load effect such as self-weight of the slab 

and superimposed load.  

•Live load effect.  

Thus, as suggested by ACI 318 (ACI 318-

19, 2019) and ACI 437.2 (ACI 437.2-13, 2013), 

the total load (weight) applied to the slab can be 

calculated as follows. 

Test Load Magnitude (TLM) to be applied is the 

larger of: 

TLM = 1.3 ( Dw + Ds ) -  D …...………..…….(1) 

or TLM = (1.0 Dw + 1.1Ds + 1.6 L + 0.5 (Lr or S 

or R)) -  D ………………………………. ……(2) 

where: 

L: Live load = 250 kg / m
2
 

Ds: Superimposed dead load= 230 kg/m
2
  

Dw: Self-weight dead load= 288 kg/m
2
  

Total Dead Load (D) = ( Dw + Ds ) = 518 kg/m
2
    

TLM = ((1.3 (Dw + Ds)) - D) =1.3×(518)-518 

= 155 kg/m
2
                  

or TLM = (1.0 Dw + 1.1Ds + 1.6 L + 0.5 ( Lr or S 

or R )) - D  

               = (1.0×288 +1.1×230+1.6×250)-518 

               = 423 kg/m
2
                       

TLM = 423 kg/m
2
 

 

2.5.2 Load Configuration 

The load was applied uniformly 

throughout the area to the slab. Before installing 

sandbags, it should apply the superimposed dead 

load. For this purpose, concrete blocks were used 

as a superimposed dead load, and the load was 

230 kg/m
2
. The intensity of the load applied as 

determined in four layers of the sandbag, and a 

total load of these four layers is equal to the 

exactly calculated test load, which is distributed 

uniformly. In each layer of one square meter 

contains four sandbags (4×25kg=100 

kg/m
2
/layer).  

The ACI requirements and standards for 

the structural performance must be considered and 

limited by two variables that are the maximum 

deflection and residual deflection. The limits of 

maximum deflection and the residual deflection 

are as follows:  

    Δl ≤ lt / 180   ………………………...…….. (3) 

    Δr ≤  Δl / 4   ……………………………...... (4) 

D1

D2D3

D4D5
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Where: 

Δl: the maximum measured deflection during the 

test. 

Δr: residual deflection measured after the 24 hrs 

recovery period following complete removal 

of the load after the load test. 

lt: span of slab on the short side taken as the 

smaller of the distance between the center of 

supports or clear distance between supports 

plus thickness h of the member. 

         If the maximum deflection Δl measured 

during the test is less than 1.27mm or deflection 

as a fraction of span length, lt is less than lt/2000; 

the residual deflection requirements are given by 

equation (4) could be ignored. 

 

2.5.3 Load Testing Procedure 

1.At first, the concrete blocks were located on the 

slab as a superimposed dead load. 

2.After 24 hrs of installing the concrete blocks, the 

dial gauges (No. 1 to No. 5) were installed on to 

the center of the slab and center of two beams 

and mid-height of the column in two directions 

are located as shown in Figure 13.  

3.The magnetic base was used to install dial 

gages, as shown in Figure 14.  

4.All the initial readings were recorded before the 

testing. 

5.The load (sandbags) were added step by step 

from 0%, 25%, 50%, 75%, and 100% of the 

maximum test load, and each load step is held 

for 2-3 minutes.  

6.After each of the loading steps records, all dial 

gauges reading except for the maximum test load 

(100%) that has to maintain 24 hrs, as shown in 

Figure 15.  

7.After 24 hrs, the test load should be removed 

then record all dial gauges reading. 

 

3.RESULTS AND DISCUSSIONS: 

3.1 Visual Observations 

The visual observation was done for the 

fire affected reinforced concrete frames. Spalling, 

cracking, and discoloration status of some 

components of the structure have recorded. 

 

Figure 14: Installation of dial gage by using the magnetic 

base 

 

Figure 14: Applying full load by using sandbags 

 

3.1.1 Spalling 

Spalling is the violent or non-violent 

breaking off of layers or pieces of concrete from 

the surface of a structural element when it is 

exposed to high and rapidly rising temperatures, 

as experienced in fires with heating rates typically 

20–30 
o
C/min. Spalling can be grouped into four 

categories: (a)aggregate spalling; (b) explosive 

spalling; (c) surface spalling; (d) 

corner/sloughing-off spalling. The first three occur 

during the first 20–30 min into a fire and are 

influenced by the heating rate, while the fourth 

occurs after 30–60 min of fire and is influenced by 

the maximum temperature. Surface and explosive 

spalling are violent, while corner/sloughing-off 

spalling is non-violent. It could also be argued that 

surface spalling is a subset of explosive spalling, 

which is the most serious, and hence most 

researched, a form of spalling (Khoury, 2000). 
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Spalling begins to occur when the concrete 

reaches an elevated temperature of 250 °C. From 

250-420 °C, some spalling occurs. After reaching 

300 
o
C, concrete starts to lose its strength. Within 

550-600 °C, cement-based materials experience 

creep and lose their load-bearing capacity (Iffat 

and Bose, 2016). As shown in Figure 16, despite 

the observed surface spalling at the bottom of the 

slab, the test frames did not suffer any significant 

spalling (loss of big chunks) of concrete or loss of 

cover (exposing reinforcement) at any location in 

the test frame. 

 

 

Figure 16: Spalling and change color occurred in slab    

3.1.2 Cracking  

When reinforced concrete is subjected to 

high temperatures due to fire, the losses in 

compressive strength of concrete and the 

reduction in its stiffness are related to gradual 

deterioration of the hardened cement paste and the 

destruction of the bond between the cement paste 

and the aggregates. Also, thermal expansion 

causes internal cracking and spalling of concrete, 

as well as the debonding of the reinforcement bars 

(Riad et al., 2017). 

No deterioration in the strength of the 

burned frames after load testing was observed. 

Despite the observed inelastic excursions, the test 

frames did not suffer any significant structural 

damage and noticeable cracking. 

 

3.1.3 Discoloration 

 

The color change of concrete is a 

significant indication of the effect of fire. Color 

change provides a perfect visual guide to 

estimating the temperature range to which 

concrete has been exposed at various depths 

during the fire. However, the change in color is 

not directly related to a change in mechanical 

properties, but the occurrence of a color change 

indicates a temperature range where the 

mechanical properties may start to decrease. 

Concrete may change color from its typical grey 

to pink or red between 300 – 600 °C, whitish-grey 

between 600 – 900 °C and buff between 900 – 

1000 °C (Short et al., 2001). 

After exposing the reinforced concrete 

frame to the natural fire by burning its wooden 

formwork, the inner face color of the frame was 

black due to wood smoke, but no major change in 

the color of concrete itself was observed as shown 

in Figure 16. 

 

 

3.2 Fire Effect on Compressive Strength  

The compressive strength of concrete 

cubes is plotted in Figure 17 as a function of the 

age of concrete. Before burning the wooden 

formwork of reinforced concrete frame, the 

concrete control specimens were put on the iron 

table, which was under the concrete frame. After 

burning, the concrete specimens were left in the 

laboratory environment without curing until the 

compressive strength test day. However, the test 

of the compressive strength of mature concrete 

cubes was done in the laboratory in which 

concrete cubes were curried totally until the age 

reached a specified day without being burned. 

When the temperature is 150 
o
C, the 

evaporation of free water in the concrete 

specimens increases capillary pressure, which 

generates pore and capillary cracks inside the 

specimens, and then reduces concrete compressive 

strength (Chen et al., 2009). When the specimens 

are exposed to 350 
o
C, the free water in the 

specimens is subjected to continuous evaporation. 

Although the bound water is released from the 

cementitious substance and enhanced the bonding 

action (Khoury et al., 2002, Guo and Li, 1993), 

the continuous development of pores and capillary 

cracks finally results in a further decrease in 

concrete’s strength. 

The significant difference in deformation, 

the self-expansion, and breakage significantly 

reduce compressive strength (Liu et al., 2005). 

Especially in the early phase of curing, concrete 

has a lower strength and relatively less dense 

microstructure, which is easy to crack and 
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intensified the decrease in strength under high 

temperatures. 

 

Figure 17: Effect of fire on compressive strength of 

concrete cubes 

As shown in Table 3, the concrete cubes of 

frame FF3 exposed to high temperatures on the 

3rd day have low strength. After being exposed to 

high temperature, the internal water rapidly 

evaporates, and many pores and microcracks 

form, the bonding between paste matrix and 

aggregate is broke. Nevertheless, the concrete 

cubes of frame FF5 exposed to high temperatures 

on the 5th day have a higher hydration degree than 

that on the 3rd day, but its strength is still lower, 

because high temperatures break the internal 

structure of concrete subjected to high temperature 

on the 5th day, and the hydration in subsequent 

rest that can offset the strength loss is weaker than 

the strength loss in the concrete exposed to high 

temperature on the 3rd day. Therefore, the 

reduction strength ratio of concrete with initial 

curing of 5 days is 2.4 and is lower than that of 

concrete with an initial curing of 3 days is 5.3. 

However, the reduction in compressive strength of 

concrete cubes of both frames FF3 and FF5 at age 

28 days was 47.8% and 45.8% respectively 

because when concrete cubes were exposed to 

fires the curing process of concrete cubes were 

stopped from age 3 days and 5 days and the 

hydration process also stopped. 

Table (3) Compressive strength of concrete cubes 

 
Compressive strength, MPa 

 
Frame Name 

 

Age 

(Days) 

FF3 FF5 

Exposed 

to Fire 

Not 

Exposed 

to Fire 

Reduction 

Due to 

Fire % 

Exposed 

to Fire 

Not 

Exposed 

to Fire 

Reduction 

Due to 

Fire % 

3 19.6 20.7 5.3 - - - 

5 - - - 29.1 29.8 2.4 

7 - 26.1 - - 33.9 - 

28 17.5 33.5 47.8 22.7 41.9 45.8 

 

3.3 Slab Deflection 

 

The main effect of firing the formwork of 

the concrete frame at an early age is on the slab 

element because of the slab element wider and 

more exposed to fire than beams and columns. 

After firing the formwork of reinforced concrete 

frame, the slab becomes not having formwork 

support; therefore, the slab loaded by its self-

weight at an early age. In order to find the effect 

of firing of it is formwork, the load test was done 

by sandbags, the results of the slab deflection of 

three reinforced concrete frames shown in Table 4 

and Figure 18. According to ACI 437 & ACI 318, 

the slab deflection after 24 hrs of loading should 

be less than 21.22 mm while the slab deflection of 

frame FF3, FF5, FN were 2.4, 1.93 and 1.15 mm 

respectively and satisfied the ACI limitation. 

Besides, the three frames satisfied the ACI 437 

and ACI 318 limitation of residual slab deflection 

after 24 hrs of unloading.  

As shown in Table 4, the slab deflection of 

frame FF3 and frame FF5 after 24 hrs of loading 

was higher by 109% and 68%, respectively, if 
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compared to slab deflection of frame FN, which 

not exposed to fire. However, the residual slab 

deflection of frame FF3 and frame FF5 after 24 

hrs of unloading was higher by 175% and 33%, 

respectively, if compared to slab deflection of 

frame FN. 

The deflection expression is a function of 

load, span, and end conditions divided by the 

flexural rigidity (EI) (modulus of elasticity of 

concrete and moment of inertia of the member) 

(Darwin et al., 2016). The relation between 

deflection and the modulus of elasticity is inverse 

and as known the modulus of elasticity of concrete 

is depending on the compressive strength of 

concrete; therefore, the increase in slab deflection 

of frame FF3 and FF5 is due to decrease in 

compressive strength of concrete after exposure to 

fire as shown in Table 3. 

 
 

Table (4) Slab Deflection 
 

Loading stage 

Deflection, mm 

Frame Name 

FF3 FF5 FN 

Initial 0 0 0 

1/4 loading 0.1 0.18 0.16 

1/2 loading 0.25 0.31 0.37 

3/4 loading 0.74 0.53 0.51 

Full loading 1.8 0.95 0.59 

After 24 hrs loading 2.4 1.93 1.15 

After 24 hrs unloading 0.33 0.16 0.12 

 

Figure 18: Slab Deflection Curve  

3.4 Beam Deflection 
 

Beams in reinforced concrete frames are 

essential elements that carry loads from the slab. 

When a building structure sustains a fire accident, 

a beam with three surfaces and a slab with one 

surface exposed to fire are the most common 

working conditions (Guo and Shi, 2011).  

The average mid-span deflections of the 

beam elements, which were loaded by sandbags, 

are listed in Table 5 and shown in Figure 19. The 

deflections were recorded at each stage of the load 

test at mid-span of the beam. As shown in Figure 

19, it can be noted that the increase in the midspan 

deflection of frame FF3 when compared to frame 

FF5 due to earlier exposed to fire. This increase in 

midspan can be attributed to the fact that burning 

causes a reduction in beam stiffness, which is 

mainly due to the reduction in the modulus of 

elasticity of concrete. Furthermore, it can be noted 

from Figure 17 the midspan deflection of beams 

of two frames FF3 and FF5 for all stages of load 

test are near to each other and far from frame FN. 

 The midspan of beam deflection of frame 

FF3 and frame FF5 after 24 hrs of loading was 

higher by 71% and 55%, respectively, if compared 

to beam deflection of frame FN, which not 

exposed to fire. Also, the residual beam deflection 

of frame FF3 and frame FF5 after 24 hrs of  
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unloading was higher by 50% and 38%, 

respectively, if compared to beam deflection of 

frame FN, which not exposed to fire. 

 
Table (5) Beam Deflection (Average) 

 

Loading stage 

Deflection, mm 

Frame Name 

FF3 FF5 FN 

Initial 0 0 0 

1/4 loading 0.035 0.025 0.015 

1/2 loading 0.065 0.06 0.03 

3/4 loading 0.13 0.115 0.09 

Full loading 0.19 0.165 0.1 

After 24 hrs loading 0.325 0.295 0.19 

After 24 hrs unloading 0.15 0.12 0.025 

 

Figure 19: Beam Deflection Curve (Average) 

3.5 Column Deflection 

Reinforced concrete columns are essential 

elements because these are primary load-bearing 

members, and a column could be crucial for the 

stability of the entire structure. Usually, reinforced 

concrete columns simultaneously bear the actions 

of the bending moment and axial compression. 

When a building sustains a fire accident, four, 

three, two, or one surface of the rectangular cross-

section of an eccentric compressive member may 

be exposed to high temperature, depending on its 

position (Guo and Shi, 2011). However, in our 

experimental investigation, the columns exposed 

to fire by two faces.  

The column displaced at the mid-height of  

the column into the outside (buckled) after 

loading. As shown in Table 6 and Figure 20, the 

column displacement of all frames was near to 

each other at loading stages, but after 24 hrs of 

loading, the displacement of FF3 significantly 

higher than frame FF5 and FN. The Column 

displacement of frame FF3 and frame FF5 after 24 

hrs of loading was higher by 97% and 49%, 

respectively, if compared to column displacement 

of frame FN, which not exposed to fire. However, 

the residual column displacement of frames FF3 

and FF5 after 24 hrs of unloading was higher by 

113% and 41%, respectively, if compared to 

column displacement of frame FN, which not 

exposed to fire. 

 

Table (6) Column Displacement (Average) 
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Figure 20: Column Displacement Curve (Average) 

4. CONCLUSION: 

The following conclusions were drawn based 

on the observation and analysis of the test results. 

Using the ACI load test, the concrete quality of 

early-age structural elements was evaluated under 

natural fire: 

1-The application of the load test does not require 

special loading devices (hydraulic cylinders, 

actuators, or others) as the load can be applied 

using sandbags, However, the structure remains 

inaccessible for at least 48 hrs during the 

application of the load test. 

2-In general, the frame that was exposed early to 

natural fire (FF3) was more affected than the 

frame that was later exposed (FF5), and its slab 

deflection increased to approximately 109% and  

 

 

68% respectively compared to the frame that 

was not exposed to fire (FN), due to earlier 

firing wooden support of the slab. 

3-After comparing the result of the load test of all 

reinforced concrete structures with limits in ACI 

criteria, it can be concluded that all reinforced 

concrete frame verified the ACI limitation. 

4-It can be concluded that if a fire accident 

occurred in any reinforced concrete structure at 

an early age due to any reason, the structure did 

not significantly affect by the fire because the 

time was short and fire exposure was not high. 
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1/4 loading 0.015 0.025 0.005 

1/2 loading 0.045 0.07 0.03 

3/4 loading 0.12 0.11 0.105 

Full loading 0.26 0.19 0.12 

After 24 hrs loading 0.77 0.58 0.39 

After 24 hrs unloading 0.17 0.113 0.08 
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A B S T R A C T: 
Potential evapotranspiration (PET) is an important index of hydrologic budgets at different spatial scales and it is a critical 

variable for understanding regional hydrological processes. The objective of this study is to find the most suitable method for 

estimating PET in Erbil city which was done by comparing seven commonly PET methods. Radiation based method: Pristley –

Taylor(PT), Turc(TU), Makkink (MK), and temperature based method: Ivanov (IV),  Penman–Monteith method (1965) , FAO 

Penman–Monteith method, and Thornthwaite(TW). The data were collected and used in the models to find PET for the period 

(1992-2015). The performance indicators were applied by using statistical parameters such as: the Root Mean Square Error 

(RMSE), Mean Absolute Error (MAE), person correlation coefficient (R2), MBE Mean bias error. The monthly PET results from 

the models were compared with the actual evaporation. Current work shows that Makkink (MK) model is better than the other 

models for estimating the potential Evapotranspiration in Erbil depending on the values of statistical parameters. 
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1.INTRODUCTION 

 

Evapotranspiration (ET) may be defined as the 

process of water transfer to the atmosphere, which 

is consisted of the combined procedures of 

evaporation from the soil and water surface and 

transpiration from a vegetated surface; therefore it 

has a special importance in agricultural, 

hydrological, meteorological, water and soil 

conservation research. Evapotranspiration is an 

important index in Planning and designing any 

irrigation project in arid and semi-arid regions. 

Accurate estimation of Evapotranspiration would 

reduce the wasting of  

 

 

 

 

 

 

 

 

massive quantities of water (Abdullah et 

al., 2014). 

Three terms are normally used in 

describing evaporation and evapotranspiration: (1) 

Free water evaporation (E) is used for the amount 

of evaporation lost from an open water surface 

(Peterson et al., 1995) (2) Actual 

evapotranspiration (AET) describes all the  

processes by which liquid water at or near the land 

surface becomes atmospheric water vapor under 

natural condition (Morton, 1983) (3) Potential 

evapotranspiration (PET) is water loss that will 

occur if there is no deficiency of water in the soil 

for use of vegetation at any time (Thornthwaite., 1 

944). 

   The measurement of actual evapotranspiration is 

so difficult and impractical (Efthimiou et al., 

2013; Ahmed Saud et al., 2014).The differences 

among PET methods are very important to be 

identified in order to find the most suitable 

method to predict the actual evapotranspiration 
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(AET). Different PET methods give wide different 

annual values at particular locations as 

demonstrated in previous studies (Federer et al., 

1996). Recent hydrological modeling activities 

and their results are not quite accurate due to their 

different assumption and data requirements, and 

these models were designed for specific climate 

region. However, it is very important to find a 

well performed model to predict potential 

evapotranspiration accurately.  During the past 50 

years, several empirical models were developed 

by different scientists and technicians for 

measuring evapotranspiration based on various 

climatic variables (Federer et al., 1996). However, 

PET methods may give different values for 

evapotranspiration which could not be convenient 

with specific region. The PET method that 

requires fewer parameters with high accuracy are 

the preferred one for regional scale studies 

(Fennessey and Vogel, 1990).  

The effects of climate change on the 

terrestrial water cycle still unknown parameter in 

current model calculations. Climate observations 

of many climate stations report that temperature 

has increased in the last century while the change 

in precipitation shows regionally differentiated 

patterns of increase and decrease. PET methods is 

subject to many different parameters: atmospheric 

precipitation, soil water reserve, solar radiation, 

air and soil temperature, wind speed, depth of 

groundwater, type of vegetation etc ( Bormann, 

2011). Therefore it would be necessary to take 

such an essential parameters in consideration in 

computing the evapotranspiration which could be 

expressed as the equivalent amount of water 

evaporated per unit of time and generally 

expressed as water depth per unit of time (e.g. mm 

day-1 (Efthimiou et al., 2013). 

 

  Evaporation and transpiration (ET) happen at the 

same time and there is no easy way to separate 

them. For example, when the crop is small, the 

main process for losing water is evaporation, but 

once the crop completely developed and covered 

the soil, transpiration becomes the main process 

(Jahanbani and El-Shafie, 2011). Lu et al. (2005) 

found a great differences among the temperature 

based PET methods and radiation based PET 

methods. He recommended Priestley-Taylor, 

Turc, and Hamon methods for southeastern United 

States due to its accurate performing for finding 

PET in the region of the study.  

   Previous studies did not focus on the 

performing of PET methods across our region 

(Kurdistan region). Therefore, the main objective 

of this study is to compare and evaluate the 

performance of seven empirical methods Pristley 

–Taylor (PT), Turc (TU), Makkink (MK), Ivanov 

(IV), Penman–Monteith method (1965), FAO 

Penman–Monteith method, and Thornthwaite 

(TW) in estimating monthly potential 

evapotranspiration (PET) compared to the 

monthly actual evapotranspiration in Erbil 

Governorate. 
 

1. STUDY AREA   

 The study area current research is Erbil city 

which is considered as one of the oldest living city 

in the world, Erbil is also the capital of the federal 

Kurdistan region which is about         north of 

Baghdad ( see figure 1) . It is located 360 km 

away from Baghdad and it is considered as the 

fourth city in Iraq in terms of size after Baghdad, 

Basra, and Mosul.  

 
  

Fig (1): Erbil Governorate 

 

 The climate of Erbil is semi-arid 

continental. Summer season (June-September) is 

hot and dry, while winter is cold and wet with a 

short spring and autumn seasons.  Rainfall is 

limited to the period between October – February 

with an average of 543 mm. The geographical 

location of the study area lies between latitude 

36.195 ° N, longitude 44.039°E and altitude 420 

m (Zohary, 1950).The highest point is the Peak of 

Hasarost Mountain in Erbil Governorate which is 

about 3607 m above mean sea level. According to 

Koppen classification, the climate of Kurdistan 

region is classified as arid and semi-arid climate (steppe - 

BSh and Mediterranean – Csa). 
 

2. DATA COLLECTED 

Five meteorological parameters are 

recorded in climate station in Erbil Governorate 

and used in this research to estimate potential 
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evapotranspiration by using different models. In 

order to estimate the potential evapotranspiration, 

several parameters are used: monthly average 

temperature, maximum temperature, minimum 

temperature, solar radiation and relative humidity 

for the period 1992-2015.  The station elevation is 

about 470 m with latitude 36.12 N   and longitude 

44.04 E  fig 2. (kareem et al.,2017,rashed et 

al.,2017). 

 

Fig (2): Climate station in Erbil Governorate 

 

3. METHODS FOR ESTIMATING THE 

POTENTIALEVAPORANSPIRATION  

There are many scientific models used in 

previous studies to estimate the Potential 

Evapotranspiration, each model used different 

meteorological parameters. In current research 

we chose seven models that were not used 

before to estimate PET in Erbil city. 
 

3.1 Thornthwaite Method (1948) (TW):-  

  The mathematical formula of Thornthwaite 

method is based on a hypothesis that potential 

evapotranspiration (PET) is determined by one 

meteorological parameter which is 

temperature. However, it does not explicitly 

reflect the dependency on air humidity and 

windiness (Kijne 1974, Henderson 2012, 

Ibrahim et al. 2012, Anderson et al. 2011a). 

The formula of the model: 

           (
    

 
)
 

     

  La - Monthly correction constant function of 

latitude.  

  ∑  

  

   

     

   (
    

   
)
     

     

                          

              

Where PET is the potential evapotranspiration 

(mm/month), I is the annual heat index and can be 

calculated by using equation (2), T denotes 

average monthly temperature C°,    is the monthly 

heat index and can be estimated from using 

equation (3) and   is a constant and can be 

calculated by equation (4). 

3.2 Makkink method (MK): 

This model was developed by Makkink in 1957. 

Makkink method used incoming short-wave 

radiation Rs and temperature instead of using net 

radiation, Rn, and temperature (Bakhtiari, 2011). 

Daily evapotranspiration is calculated as: 

         (
 

   
)  (

  

    
)           

  In equation (5), PET is the daily 

evapotranspiration (mm /day), and Rs is solar 

radiation (          ); Δ is the slope of the 

saturation vapor pressure temperature curve 

(      ) given by: 

                         

              

And γ is the psychometric constant modified by 

the ratio of canopy resistance to atmospheric 

resistance (      ).  

 

3.3 Turc Method (TU):- 

Turc model is modified in 1961 which considers 

only air humidity under dry conditions, (Bormann, 

2011).The equation to estimate PET is given by 

two formulas: 

                  (
 

    
)      

    (  
     

  
)       when (RH 50) 

          (
 

    
)                         

when (RH 50) 

Where, PET is the daily PET (mm/day); T is the 

daily mean air temperature (°C); Rs is the daily 

solar radiation (cal/cm
2
/d) and where cal/cm

2
/d 

equals (100/4.1868) MJ/m2/day; and RH is the 
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daily mean relative humidity (percent) (Lu et al., 

2005). 

In equations (7) and (8), two different formulas 

are presented for areas with relative humidity of 

lower and higher than fifty percent this model 

depend on the relativity humidity and solar 

radiation. 

 

3.4 Priestley–Taylor method (PT):-  

Priestley–Taylor equation is modified in 1972. 

Evapotranspiration is expressed as modified 

Priestley–Taylor model in irrigated maize. 

(Priestley and Taylor, 1972): 

      (
 

   
)               

PET is the daily potential evapotranspiration  

(mm/day); λ is the latent heat of vaporization 

(MJ/kg), λ =2.501-0.002361T; T is the daily mean 

air temperature in (°C); α is the calibration 

constant (α = 1.26) for wet or humid conditions; Δ 

is the slope of the saturation vapor pressure 

temperature curve (kPa/°C) given in equation: 

Δ = 0.200 (0.00738 T + 0.8072)7 - 

0.000116 

3.5 Ivanov method (IV):-  

Ivanov had been able to develop an equation 

estimates the potential evapotranspiration using 

temperature and relative humidity as an equation 

parameters.  

                  

               

Where PET is the monthly Potential 

Evapotranspiration mm / month , RH and T stand 

for monthly relative humidity, and monthly 

average temperature (°C), respectively (Shakeel et 

al., 2017). 

3.6 Penman –Monteith equation:- 

Penman equation is modified by Monteith (1965) 

to represent the evapotranspiration from 

vegetation surface by including parameters such 

as: atmospheric conductance and canopy 

conductance. The formula is expressed for daily 

values as: 

    
              

       
  

     (  
  
  
) 

      

Where PET is monthly evapotranspiration 

(mm/month), Rn is the net radiation (MJ/m2 

.month), G is the soil heat flux neglected, es 

saturation vapour pressure (kPa). ea actual vapour 

pressure (kPa),  ρa is the mean air density at 

constant pressure ,cp is the specific heat of air  

(1.013*10
-3

MJk/g °C) , ∆ represents the slope of 

the saturation vapour pressure temperature 

relationship(kPa/°C), γ is the psyschrometric 

constant (kPa/°C), λ  latent heat of vaporization 

(2.45 MJ/ kg), rs and ra are the surface and 

aerodynamic resistance (sm
-1

,sm
-1

) γ is found by 

using this equation:- 

                   

 Where P is the atmospheric pressure 

(kPa):- 

        (
             

   
)
    

      

And z is elevation above sea level (m). 

3.7 FAO-56 Penman –Monteith equation  

Fao penman equation was derived from three 

equations: Penman-Monteith equation, 

Aerodynamic resistance (ra), and surface 

resistance (rs). The equation depends on 

meteorological parameters such as solar radiation 

(sunshine), air temperature, humidity and wind 

speed. The measurements should be made on a 

condition that the instrument height should at 2 m 

above the surface.  

The general form of Fao – 56 Penman equations 

to estimate the evapotranspiration is in the form 

(Allen et al., 1998): 

 

    
               

  
      

           

               
       

Where: 

ET is evapotranspiration [mm day-1], Rn net 

radiation at the crop surface [MJ m-2 day-1] , G 

soil heat flux density [MJ m-2 day-1] , T mean 

daily air temperature at 2 m height [°C] , u2 wind 

speed at 2 m height [m s-1] , es saturation vapour 

pressure [kPa] , ea actual vapour pressure [kPa] , 

es - ea saturation vapour pressure deficit [kPa] ,  

Slope vapour pressure curve [kPa °C-1] ,   

Psychrometric constant [kPa °C-1] and Cn-

numerator constant. 

3.8 Statistical Parameters 
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 The Root mean square error (RMSE) is the 

square root of the mean square error (MSE). The 

mean square error is defined as the expected value 

of the square of the difference between the 

estimator and the parameter. It is the sum of 

variance and squared Bias. By using this relation 

(Moeletsi et al., 213) 

     √
 

 
∑                 

Where (n) is the number of observations (month 

of the year )  . 

The mean bias error (MBE) is the difference 

between the mean of the predicted and observed 

concentrations. It indicates the degree to which the 

observed concentrations are 'over' or 'under' 

predicted by the mode (Moeletsi et al., 213). 

 

    
∑                 

  
   

  
 

The mean absolute error (MAE) is a measure of 

difference between two continuous variables. 

    
 

 
∑|

              

      
|

 

   

       

 

4. METHODS 

 Seven PET models were used in our study in 

order to compare their results with actual 

measured data in Erbil government which in turn 

could help to find out the most suitable method in 

our region.  

 Seven commonly PET methods were used,  

radiation based method: Pristley –Taylor(PT), 

Turc(TU), Makkink (MK), and temperature based 

method: Ivanov (IV),  Penman–Monteith method 

(1965) , FAO Penman–Monteith method, and 

Thornthwaite (TW). The output data of these 

methods have been compared with the real data of 

pan evaporation. To evaluate the performance of 

these method and find out the suitability of them 

for simulate the potential evapotranspiration, we 

have made the following assumption: 

1. Since our region have very limited green land 

area and mostly appears during winter, and crop is 

small which in turn lead to consider the main 

process for losing water is evaporation, therefore 

we have neglected the transpiration term from the 

crops compared to the evaporation term.  

2. The second assumption is that the potential 

evapotranspiration from selected models should 

exceed measured evaporation. 

3.The relationship between potential 

evapotranspiration and measured evaporation 

should be linear. Statistical analysis methods were 

applied for each PET method by using the Root 

Mean Square Error (RMSE), Mean Absolute Error 

(MAE), Correlation coefficient (R2), and Mean 

bias error (MBE) to find the nature of the 

relationship between measured data and simulated 

data of each PET method. 

5. RESULTS 

The performance of PET empirical 

methods were evaluated and compared to the 

measured climate data for study models. Several 

models were used to determine the 

evapotranspiration in Erbil city. Table (1) shows 

the potential evapotranspiration values from the 

models of the study for each month of the year.  

The maximum potential evapotranspiration 

values were 385,300, 476, 258, 342, 214, and 180, 

in July for Makking, Turc, Ivanov, Priestley- 

Taylor, Thornthwait, Penman-Monteith and Fao 

Penman-Monteith methods respectively. In 

contrast, the minimum values were 39, 43, 60, 53, 

5,40, and 33 occurred in January for Makking, 

Turc, Ivanov, Priestley- Taylor, Thornthwait, 

Penman-Monteith and Fao Penman-Monteith 

methods respectively. 

Table (1): potential evapotranspiration 
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 From table 1 it is clear that maximum 

evapotranspiration occurs during July for all study 

models while the minimum evapotranspiration 

occurs in January. The table revealed that Ivanov 

method has the highest value of 

evapotranspiration. The Pearson correlation 

coefficients were computed for calculated values 

of evapotranspiration and real measured 

evapotranspiration of each method of Erbil station 

(measured value Vs simulated value).The Pearson 

correlation coefficient values (R2) (table 2 ) were 

around (0.93, 0.98, 0.98, 0.96, 0.96, 0.98, and 

0.98) for each of Mikkinc, Turc, and Ivanov, 

pristley, Thornthwait, penman, and Fao - penman 

method respectively. Table (2) shows Statistical 

parameters such as: Root Mean Square (RMSE), 

Mean bias error (MBE), Mean Absolute Error 

(MAE) for each model. The highest value of Root 

Mean Square, Mean bias error, Mean Absolute 

Error, Pearson correlation coefficients where 10.3, 

2.9, 4.3, and 0.98 for Fao P-M model while the 

minimum value where 1.7, 0.5, 0.12, and 0.93 

respectively for Mikking model.  

Table (2): Statistical parameters 

        It is obvious from fig 2 that monthly 

potential evapotranspiration from Makkink 

method is the closest one to the real 

evapotranspiration from Erbil station. Fig 3 

clearly indicates that the Makkink method is 

identical to the real data of evapotranspiration 

from Erbil station for the periodic time (1992-

2015) where the coefficient (R) is around 0.96.    

Figure 4 represents the yearly evapotranspiration 

values from all study models, the results of the 

graph is consist with the measured value and 

support that Makking model is the best one for 

Erbil city. Figure 5 shows the monthly mean 

values of PET for the period 1992 to 2015.  

Both cases reveal that makkink model is very 

close to the measured PET.  

 

Fig 5. Monthly estimation of Potential Evapotranspiration 

models with month (1992-2015) 

      Figure 6 shows the mean annual values of   

evapotranspiration for each model. Frome both 

yearly and monthly values, Ivanove model show 

the highest value, while Fao model shows the 

minimum value. It is quite obvious from the 

graphs that Makking model is very close to the 

real value. 

 

Fig 6. Yearly estimation of Potential Evapotranspiration 

Models (1992-2015) 

 

6. CONCLUSION 

Seven empirical methods for calculating 

potential evapotranspiration in Erbil governorate 

were evaluated by using climatological data from 

Erbil station. Makkink method was proven to be 

more desirable for estimating potential 

evapotranspiration (PET) in Erbil city. A less 

reliable result can be expected from thornthwaite 

(TW). All the other five empirical methods gave 

much less acceptable estimates for potential 

evapotranspiration (PET) in the region of the 

study. The methods of the study show a maximum 

potential evapotranspiration (PET) in July while 

the minimum value was in January.   

 

 

statistical 

 parameters

 MK  TU  IV  PT l  TW  P-M FAO 

 P-M 

RMSE 1.7 7.4 5.5 7.4 9.1 9.3 10.3 

MBE 0.5 2.1 1.6 2.1 2.6 2.7 2.9 

MAE 0.12 2.2 1.2 2.2 3.34 3.54 4.3 

R2
 0.93 0.98 0.98 0.96 0.96 0.98 0.98 
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Fig 2. Average monthly Potential Evapotranspiration by seven models with measured PET in Erbil station (1992-2015) 
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Fig3. Monthly estimation of Potential Evapotranspiration by seven models with Observer PET in Erbil station (1992-2015) 
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Fig4. Yearly estimation of Potential Evapotranspiration by using seven models with Observer PET in Erbil station (1992-2015) 
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INTRODUCTION 

 

The most important type of poultry in Iraq 

is domestic fowl. The domestication of poultry 

was originally started from the wild types that 

collect the eggs from it for hatching and rearing 

young birds, but keeping the birds permanently in 

captivity later. The term poultry is used 

collectively for those species of birds that have 

been domesticated to reproduce and grow in 

captivity and render product of economic value 

such as meat, eggs manure. The term poultry is 

applied to birds of several species like fowls or 

chicken, guinea, duck, turkeys etc. 

 

 

 

 

 

 

 

 

The second most exceedingly eaten 

globally from of meat is the birds and along with 

eggs, because it has high-quality protein with low 

proportion of fat which supply nutritionally 

helpful food (Fadhil et al., 2016). Around the 

world in different avian spices the genetic 

variation has been investigated, locate the degree 

of relatedness or to identify genes responsible for 

interesting traits. The molecular nature of the 

precise differences in the nucleotide sequences 

within gene is. The genetic identity is related to 

check relationships between species and breeds. 

The genetic improvement of poultry has created 

new possibilities because of the molecular 

development. Build on DNA markers (RAPD, 

RFLP, VNTR, CRI, SSR – PCR), they enable to 

be studied whole genomes or the polymorphic of 

DNA fragments. The rapid and simple technique 

is RAPD (Randomly Amplified Polymorphic 

DNA) to determining relatedness and to 

 

* Corresponding Author: 
Hurea Saber Abdulrazaq 

E-mail: Hurea.Abdulrazaq@su.edu.krd 

Article History: 

Received: 27/06/2019 

Accepted: 28/10/2019 

Published:22/04/2020 

https://zancojournals.su.edu.krd/index.php/JPAS
http://dx.doi.org/10.21271/ZJPAS.32.2.14


141 

 

ZANCO Journal of Pure and Applied Sciences 2020 

Abdulrazaq. H /ZJPAS: 2020, 32 (2): 140-144 
 

 

    

   

  

 

identifying responsible of genes for avian 

advantage trait. In the study of similarity or 

variation the RAPD – PCR has been used 

repeatedly in chickens populations (Abdulrazaq 

and Suliaman.,2016,  Dehghanzadeh, et, al., 2009, 

Smith, et, al., 1996, Sharma, et, al.,2001, Ali, et, 

al., 2003, Sharma and Singh, 2002, Semenova, et 

al., 2002), ducks (Dolmatova, et al., 2000a, b), 

turkey (Smith, et, al., 1996), animal (Abdulrazaq, 

et, al., 2019).guinea birds (Sharma, et, al., 1998, 

Nahashon, et, al., 2010, Daham and Sharma, 

2007). In many countries the basis of genetic 

improvement in guinea birds species to improve 

meat production efficiency. Due to the nutritional 

value and the gorgeous taste of their meat, guinea 

birds are a valuable though undervalued species of 

gallinaceous poultry. Guinea birds farming was 

popular in the 1980s and 1990s, in Iraq, when 

guinea birds multiplication farms and breeding 

were instituted. Today, yet, there are no 

reproduction programmers and organized breeding 

for guinea bird, which are mainly kept under 

backyard systems in Iraq. Understanding better of 

guinea birds lines may help to increase their 

popularity. Determine the genetic similarity within 

and between two different color local guinea fowl 

are the aim of this study.   

 

1. MATERIALS AND METHODS  

1.1 SAMPLES COLLECTION 

           The blood samples were collected from the 

wing near the elbow joint into tubes contain a 

EDTA, and DNA analysis was performed directly 

in the laboratory. Blood samples were collected 

about 3 ml of 30 black guinea birds and 30 white 

guinea birds, in 6 different local farms. 

 

1.2 GENOMIC DNA EXTRACTION 

The DNA Extracted by Using Kit Promega 

USA (Beutler et., 1990). The laboratory analyses 

of DNA were performed in Erbil Medical 

Research Center / Hawler Medical University. 

The DNA quality isolated by the Nano Drop® 

spectrometere, purity of DNA samples ranged 

from 1.8 to 1.9. Were diluted the samples to 30 ng 

/µl for use of RAPD – PCR in the Research 

Center of Salahaddin  University - Erbil. 

1.3 RAPD- PCR ANALYSIS 

          Using 18 primers for amplification of 

RAPD, from Gen Script USA. A total of (14) 

Primers out of (18) Primers gave results to find 

Genomic DNA complementary sites, OPA-07, 

OPA-10, OPA-03, OPA-06, OPA-12, OPA-14, 

OPA-15, OPA-19, OPA-20, OPQ-10, OPA-04, 

OPQ-01, OPQ-12, OPQ-15, (Table 1). The DNA 

analyses was amplified in a T Gradient thermo 

cycler. At 95°C for 5 min initial denaturation 

double-stranded DNA was carried. This was 

followed by 40 cycles: 95°C for 1 min, 42°C for 1 

min, 72°C for 2 min. At 75°C for 5 min the 

complementary strands were synthesized.  

The contained of PCR reaction include: DNA 30 

ng, primer 10 µМ, 1x PCR buffer  GoTaq® Green 

Master Mix, 1x, MgCl2 3 mM, Each:  (dATP,  

dCTP,  dGTP dTTP) (400µM), The volume of 

total reaction was 25 µl. The Gene Ruler 
TM

 100bp 

DNA Ladder marker ( 100 – 1500 bp). In all  

samples 2 µl of Blue / Orange loading day was 

added to 10 µl of the product. The 100V power 

supply was performed was. Electrophoresis long 

was about 90 min. The products of PCR were 

tested with electrophoresis on 2% agarose gel in 

1X TBE buffer, stained with ethidium bromide 

(promega, USA). The pattern was amplified by 

ultraviolet light and photographed. 

 

1.4. STATISTICAL ANALYSIS 

The F is genetic similarity between the white 

guinea birds and black guinea birds. It was 

computed by used the (bands) fragments amplified 

in PCR reaction, the formula of Nei and Li (1979) 

was applied: F=2x Nxy / (Nx + Ny). Data 

recording and statistical analysis RAPD patterns 

were recorded because of (1) or absence (0). The 

polymorphism of each primer was Calculated by 

use the formula: polymorphism = (Np / Nt) × 100, 

NP = # polymorphic forms of random primer Nt = 

total number of sample primer domains (Bowditch 

et al., 1993).The numerical data were analyses 

statistically. Excel software were using to 

calculate the arithmetic means of the analyses 

traits.  

 

2. RESULTS AND DISCUSSION 

          The technique of RAPD was used in the 

present study to assess relatedness of genetic 
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among guinea birds line. The samples containing 

eighteen genotypes chosen randomly were tested. 

Reaction of PCR performed with fourteen selected 

primers in all of guinea birds of both white and 

black colors (Table 1). The bands number 

common to both of white color line and black 

color line was determined from the band obtained 

from electrophoresis (Figure 1).  

Table 1. Sequences of the primers used GC 

content 
Primer Name Sequence 5' to 3' %GC content 

 OPA-07  GAAACGGGTG 60% 

 OPA-10 GTGATCGCAG 60% 

 OPA-03  AGTCAGCCAC 60% 

 OPA-06  GGTCCCTGAC 70% 

 OPA-12 TCGGCGATAG  60% 

 OPA-14   TCTGTGCTGG  60% 

OPA-15  TTCCGAACCC 60% 

 OPA-19 CAAACGTCGG 60% 

 OPA-20  GTTGCGATCC 60% 

 OPQ-10  GCTAACCGA  60% 

OPA-04  AATCGGGCTG 60% 

 OPQ-01  GGGACGATGG 70% 

OPQ-12  TCTCCGCAAC 60% 

 OPQ-15  GACGCTTCA 60% 

 

 
Figure 1. Electrophoretic pattern of genomic DNA 

amplification in white and Black guinea fowl 

using  OPA-07; OPA-10; OPA-03;OPA-06; OPA-

12; OPA-14;OPA-15; OPA-19; OPA-20; OPQ-

10;OPA-04; OPQ-01;OPQ-12; OPQ-15 primer. 

  

          Table (2) is contain the PCR product from 

both white color guinea fowl line and black color 

guinea fowl line. The higher numbers of band 

shown in Black guinea fowl lines (47) then the 

white guinea fowl lines of total (92) bands. The 

polymorphism level detected between the both 

white and black phenotypes varied. The 

polymorphic bands showed higher number  in 

black phenotype and the percent of Polymorphism 

(%6.2).  A total of 206 different fragments (bands) 

are produced, out of them 36 bands were 

polymorphic, 36 Mono band, 170 Monomorphic 

band. It is higher than, Al_Jallad, et al. (2012), 

study 125 different fragments (bands) a total, out 

of them the polymorphic bands were 93 bands.  

The number of bands amplified varied from 7 

(OPQ-15) to 53 (OPA-03) per Primer. The primer 

OPA-10 detect highest number of polymorphic 

bands 12 polymorphic band, while detected 1 

polymorphic band with (OPA-07), and there is a 

lowest number of band. In this study it was found 

an average number 17.48 of bands, polymorphic 

bands per primer. The highest range of the 

molecular weight was (200 - 1500 bp) for the 

primer OPA-12, and was over in less primer OPA-

14 which is (400 – 500 bp)  for each primer are 

given in ,Table (3).  The size difference average 

from 325 to 1325 bp reported by Fadhil, et al. 

(2016). 

Table 2. Number of bands for different groups of 

guinea fowl 

guinea 

fowl 

Total 

number 

of 

bands 

polymorphic 

band 

% 

Polymorphism 

white guinea 

fowl 

45 2 4.4 

Black guinea 

fowl 

47 3 6.4 

All 92 5 10.8 

 

 
          The genetic similarity coefficient for 

analysis different guinea birds line. The F values 

for white guinea birds and black guinea birds 

within each primers were the mean genetic 

similarity coefficients for all of fowls of a given 

different colors. The average of  F  was 0.73 for 

white guinea birds and 0.78 for black guinea birds. 

It was Strikingly lower that reported by Sharma, 

et, al., (1998), which was (0.95 – 0.97).Within the 

primers, the highest coefficient of genetic 

similarity between the different guinea birds lines 

was 0.93 in (OPQ-01) were the lowest 0.76 was in 

(OPA-12). Thin is similar with reported by Bawej,  
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Table 3. Number of bands, % Polymorphism, Size 

(bp),Primer efficiency and Discriminatory Value  

for different prime 
Prim

er 

numb

er 

Tota

l 

num

ber 

of 

band 

poly

mor

phic 

ban

d 

Mo

no 

ban

d 

Monom

orphic 

band 

% 

Polymo

rphism 

Size 

(bp) 

 PA-

07  

15 1 3 14 6.67 500 - 

1000 

OPA-

10 

25 12 2 13 48.00 100 - 

1400 

OPA-

03  

53 5 10 48 9.43 220 - 

1200 

OPA-

06  

15 7 4 8 46.67 100 -

800 

OPA-

12 

35 2 8 33 5.71 200 -

1500 

OPA-

14  

7 1 1 6 14.29 400 - 

500 

OPA-

15  

7 1 1 6 14.29 401 - 

500 

OPA-

19 

7 1 1 6 14.29 402 - 

500 

OPA-

20 

7 1 1 6 14.29 403 - 

500 

OPQ-

10 

7 1 1 6 14.29 404 - 

500 

OPA-

04  

7 1 1 6 14.29 405 - 

500 

OPQ-

01  

7 1 1 6 14.29 406 - 

500 

OPQ-

12 

7 1 1 6 14.29 407 - 

500 

OPQ-

15 

7 1 1 6 14.29 408 - 

500 

Sum 206 36 36 170 17.48 0 

 

 

 

et al. (2012), who found coefficient of genetic 

similarity was 1 between both colors white and 

gray guinea birds, and it is indicative of entire 

similarities. The high and average genetic 

similarity was determined as the mean for primers, 

0.97 between both colors. But I found 0.76 

between white and black colors of guinea birds 

determined as the mean for primers used, (Table 

4).   

 

Table 4. Coefficient of genetic similarity (F) for 

different groups and primers 
  Within groups   

Primer  white guinea 

fowl 

Black guinea 

fowl 

white/Black 

 OPA-07  0.84 1.00 0.92 

 OPA-10 0.93 0.82 0.87 

 OPA-03  0.80 0.85 0.82 

 OPA-06  0.86 0.92 0.89 

 OPA-12 0.73 0.80 0.76 

 OPA-14  1.00 0.82 0.91 

OPA-15  0.91 0.78 0.85 

 OPA-19 0.80 1.00 0.90 

 OPA-20 0.81 0.92 0.87 

 OPQ-10 0.94 0.89 0.92 

 

 

Nahashon, et, al., (2003) when determining the 

genetic similarity between guinea birds and hens it 

ranged from 0 - 0.46 and within guinea birds 

population from 0.89 – 0.98. It is a strong 

indicative of the lowest genetic similarity between 

species. In the other hand Sharma, et, al., (1998), 

ranged the genetic similarity from 0.95 – 0.97 

within variety but between variety from 0.99 – 

1,they show  that genetic variation was lowest 

between and within varieties, when the evaluated 

the genetic variation from three (white, lavender 

and pearl) guinea birds. In the present study the 

coefficient of similarity, calculated among both 

white and black guinea birds 0.76 is lowest 

slightly than that reported by Sharma, et, al., 

(1998).  In the study of Bawej, et al. (2012) study 

the mean value ranged from 0.92 - 1.0 within 

primers and 0.65 genetic similarity for white 

guinea birds and 0.64 for grey guinea birds within 

the color varieties of guinea fowl. It is know that 

the same primers with different poultry species 

may produce various results in various 

laboratories depending on the status of reaction, 

which translates into the genetic similarity 

coefficients. On the other hand, the various primer 

use in the same species gives various amounts of 

PCR products, which interpret in to various values 

of the genetic similarity coefficient. 

  

 

3. CONCLUSIONS  

Through the present study it was confirmed 

that RAPD is a valuable tool to evaluate genetic 

relationships. It indicated the effectiveness of 

RAPD markers in detecting the estimating of 

similarity and polymorphism between and within 

guinea birds lines. Genetic similarity evaluating 
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are useful for conservation of native guinea birds 

lines as a genetic resource and natural monument. 
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A B S T R A C T: 
There are many studies about calcium effect on strawberry plants in the world, but few studies have been devoted to investigating 

its effects on strawberries in Kurdistan-Iraq. Strawberry, which has around twenty documented species, is native to Asia, Europe 

and South and North America. In the horticulture, it is considered the most important fruits. This research investigates the effect 

of spray of calcium on growth, flowering and yield of two strawberry cultivars (Fragaria X ananassa Duch.). Three different 

concentrations of Ca (0, 250 and 500 ppm) were applied by foliar method on two cultivars of strawberry (Festival and Albion).  

The results revealed a substantial increase in all the vegetative growth parameters at the level (500 ppm) of calcium for Alboin 

cultivar. However, the highest number of daughter plants was recorded at the level (250 ppm). while all flowering parameters 

increased significantly at the level (500 ppm) of calcium for Festival cultivar, significant increases were observed in the fruit 

parameters such as dry weight (g), dry weight percentage and fruit length (cm) at the level (500 ppm) of calcium for Alboin 

cultivar. Furthermore, it is monitored that fresh weight (g), fruit diameter (cm), fruit size (cm
3
), number of fruits, yield/plant (g) 

and yield/ha were increased significantly at the level (500 ppm) of calcium for Festival cultivar. Moreover, the highest value of 

fruit fall percentage was recorded at the control of Albion cultivar, conversely the lowest value was at control of Festival. The 

TSS and ascorbic acid were significantly elevated at the level (500 ppm) for Alboin cultivar, however, acidity percentage and 

sugar percentage raised significantly at the level (500 ppm) calcium for Festival cultivar. The biggest amount of vitamin C was 

acquired after storage of Festival cultivar that treated with (500 ppm) calcium, whereas the smallest amount was from the control 

group of Festival cultivar. 
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1.INTRODUCTION  

 

Calcium plays a very important role in 

plant growth and nutrition, as well as in cell wall 

deposition. Fragaria X ananassa Duch is the 

periodic fruiting type of the strawberry and is a 

long-night plant. During this short time, limited 

vegetative growth happens. Consequently, 

according to (Asrey et al., 2004) and (Singh et al., 

2007) the produced fruit has poor quality and 

minimum marketable yield. Thus, 

 

 

 

 

it fetches less price in the market. Even though 

fresh strawberries contain high amount of vitamin 

C and phenolic compounds, their quality declines 

straight after harvest (Sturm, 2003 and 

Oszmianski, 2009). Testoni (2006) expressed that 

strawberries fruit is a highly rich source of 

bioactive composites comprising vitamin E, 

ascorbic acid, ß-carotene and phenolic compounds 

(phenol acids, flavan-3-ols, flavones, and 

anthocyanin). In addition, to determine fruit 

quality in strawberry, total soluble solids (TSS), 

total acids (TA) and their proportion (TSS/TA) 

considered as vital parameters.  Within the 

mitochondria, Ca play a vital role in the formation 
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of protein and escalating the amount of protein. 

Because of mitochondria's role in aerobic 

respiration and absorbing nutrients, it can be 

stated that the amount of calcium directly related 

to nutrient uptake by plants. The uptake of 

calcium by the plant is utilized by the mass 

diffusion.  

           The quality and the firmness of fruit is 

closely associated to calcium (Ca) (Sams, 1999). 

Chéour (1991) demonstrated that the functions 

and structure of cell walls and membranes, and 

cell metabolism events might be impacted by the 

frequent application of Ca, it is considered a vital 

mineral element that strawberry fruit quantity. 

However, calcium may cause issues for the quality 

because of its slow movement. The transference of 

Ca to the plant and fruit might decrease 

physiological damage of fruit. The ripening 

presses rises DE polymerization of pectin in the 

strawberry fruit. Kaya (2002) reported that one of 

the most important constituents in the plant cell 

wall is Ca which leads the solidity of cell wall.  

According to Hernandez- Muñoz et al. (2008) 

fruit nutrition value and fruit density are positively 

affected by the addition of calcium. Moreover, 

Levent Tuna et al. (2007) indicated that Ca 

supplementation has positive impact on the 

growth and crop yields. The results of Andriolo et 

al., (2010) revealed that the calcium chloride 

(CaCl2) applications did not significantly impact 

plant growth, total soluble solids (TSS) and the 

TTS/TA proportion. The study also demonstrated 

that while CaCl2 addition rises the leaf area index, 

it reduces fruit production. In addition, each of 

Dunn and Able (2006) and Ramezanian et al. 

(2009) stated that average size and fruit weight of 

strawberry fruits increased by the application of 

CaCl2. However, the treatable acidity was not 

affected significantly. It was also reported that 

CaCl2 escalates the contents of ascorbic acid. In 

fruits, retaining ascorbic acid content was 

significantly affected by CaCl2 treatments. This 

could be related to calcium chloride concentration 

that suspend the quick oxidation of ascorbic acid 

(Ramezanian et al. 2009). 

              The effect of supplementary calcium and 

potassium on fruit yield and quality of strawberry 

(Fragaria X ananassa Duch.)  was investigated by 

Khayyat et al. (2007) who found that while the 

ratio of TSS/TA was bigger in NaCl+K2SO4 

treatment, the TA, TSS and vitamin C were higher 

in NaCl+CaCl2 treatment. It proposes that the 

application of CaSO4 results in escalation in 

production and quality of strawberry in saline 

conditions. According to Hernandez-Muñoz et al. 

(2008), fruit nutrition value and fruit density are 

positively affected by the addition of calcium. 

Moreover, Levent Tuna et al. (2007) indicated 

that Ca supplementation has positive impact on 

the growth and crop yields. Calcium application 

caused the increased number of runner/plants 

significantly (Dastjerdy et al., 2014). It exhibits 

that flower number, fruit harvest and the 

inflorescence affected by nitrogen. The post-

harvest life is enhanced and increased by calcium. 

Using spraying technique for calcium application 

positively impacted plant growth. Nitrogen 

addition resulted in the increase in the amount of 

the total soluble solids. For improving fruit 

production, the ideal treatment was observed 

when the nitrogen concentration were 240 mg/l 

and calcium concentration was 300 mg/l. These 

concentrations of nitrogen and calcium were 

proposed to decline production costs and increase 

the post-harvest life (Motamedi et al., 2010). 

 Kazemi (2013) examined the effect of 

salicylic acid and calcium chloride sprays on the 

production parameters of strawberry. It was 

demonstrated that vegetative and reproductive 

growth were significantly impacted by the foliar 

application of salicylic acid and calcium chloride 

either alone or in mixture. It was also displayed 

that quality and yield of strawberry plants was 

enhanced in low levels of calcium chloride and 

salicylic acid. The study concluded that for yield 

enhancement and preventing yield reduction, the 

application of calcium chloride and salicylic is 

advantageous. The most effective approach for 

escalating calcium content in fruit is direct 

application of calcium to the fruit (Conway et al., 

2002).  

 Wojcik and Lewandowski (2003) stated 

that applying calcium chloride by foliar technique 

delays ripening process and retards fungal growth 

on strawberries. Kazemi (2014) investigated the 

effect of foliar application of iron, calcium and 

zinc sulphate on reproductive growth, yield and 

several qualitative characteristics of strawberry 

plants. The study exposed that leaf area, dry 

weight, length of roots of strawberry increased by 

the application of calcium, iron and zinc sulphate. 

The number of flowers, weight of primary and 

secondary fruits were enhanced by spraying of 

calcium at 10 mM. Generally, to increase the 
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strawberry yield, spraying calcium at 10 mM 

concentration is suggested. The objective of this 

experiment is to show the effect of calcium on the 

growth, flowering and fruiting of strawberry plant 

in different concentrations by foliar application. 

 

2.Materials and Methods 

 Two strawberry cultivars; Albion and 

Festival were planted in plastic house with 

ambient sunlight. Planting date was October 15, 

2016. The plants were dormant from November, 

2016 to March, 2017. The treatments were applied 

on the plants when they completely grown after 

three months. Different levels of calcium were 

applied. The experiment comprised of three 

treatment groups: a control group (0 ppm 

calcium), and the other two groups were either 

treated with (250 ppm) or (500 ppm) calcium. 

Spraying method was utilized for supplying Ca.  

Standard practices of fertilizer and pesticides were 

applied for improving the vegetative growth and 

controlling insects and diseases. The experiments 

were performed using Complete Randomized 

Design (CRD) with 6 replications and results were 

analyzed using Statistical Analysis System (SAS) 

software. 

 

3.Results  

 Table 1 demonstrates that most of 

vegetative growth parameters as fresh weigh, dry 

weight, crown diameter, Number of stolons 

(runners) and chlorophyll pigment percentage had 

recorded the higher values in Alboin cultivar in 

comparison to the Festival cultivar at the level 

(500 ppm) of calcium. Nevertheless, the number 

of daughter plants recorded the higher value at the 

level (250 ppm) of calcium for Alboin cultivar and 

this in agreement with (Levent Tuna et al., 2007 

and Kazemi, 2013). 

 In Table 2, it can be observed that there is 

a significant increase in all flowering parameters 

including number of flowers, fruit set% and 

available pollen grain at the level (500 ppm) 

calcium for Festival cultivar compared to the 

Alboin cultivar at the same level. This result is in 

agreement with (Dastjerdy et al., 2014). 

 Table 3 displays significant increases in 

the fruit parameters such as fresh weight, dry 

weight, fruit diameter, number of fruit, fruit size, 

yield/plant (g) and yield/ha (kg) at the level (500 

ppm) of spray calcium for Festival. Nonetheless, 

fruit length at the level (500 ppm) calcium for 

Alboin cultivar. However, the highest value of 

fruit fall percentage was recorded at the control 

treatment of Albion cultivar and the lowest value 

was at the control treatment of Festival. This in 

agreement with (Levent Tuna et al., 2007; 

Kazemi, 2013 and 2014). 

 It is clearly shown in table (4) that TSS 

and ascorbic acid increased significantly at the 

level (500 ppm) calcium for Alboin cultivar, while 

acidity percentage and sugar percentage increased 

significantly at the level (500 ppm) calcium for 

Festival cultivar (Andriolo et al., 2010; Motamedi 

et al., 2010 and Dastjerdy et al., 2014) found 

similar results. 

 

 

 

 

Table 1. Effect of foliar calcium application on the growth of some vegetative parameters of strawberry 

plants (Festival and Albion cultivar). 

 

Parameters 

Festival Albion 

0 250 ppm 500 ppm 0 250 ppm 500 ppm 

Fresh weigh (g) 59.01 f 82.79 d 90.67 b 60.67 e 87.10 c 92.11 a 

Dry weight (g) 18.89  f 25.64 d 36.41 b 21.17 e 30.21c 42.57 a 

Crown diameter (cm) 0.97   f 1.55  d 2.120    c 1.070 e 2.10 b 2.24  a 
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No. runners 7.47 f 9.33  d 11.07  b 8.020 e 10.22 c 11.92 a 

No. daughter plant 9.41  e 16.36 c 20.66  b 10.22 d 21.62 a 20.66  b 

Chlorophyll % 11.33 e 14.09 c 15.69  a 11.92 d 15.24 b 15.69  a 

 

Table 2. Effect of foliar calcium application on some flowering parameters of strawberry plants (Festival 

and Albion cultivar). 

Parameters Festival Albion 

0 250 ppm 500 ppm 0 250 ppm 500 ppm 

No. flowers 11.18 e 20.80  c 23.37  a     10.33 f 18.74 d 21.52 b 

Fruit set% 57.79  e 69.95 c     83.06 a      47.39 f 65.66 d 79.78 b 

Available pollen 

grain% 

46.62 d 58.55 c 71.80 a      41.74 e 59.32 c 63.64 b 

 

Table 3. Effect of foliar calcium application on some parameters of the strawberry fruits (Festival and 

Albion cultivar). 

Parameters Festival Albion 

0 250 ppm 500 ppm 0 250 ppm 500 ppm 

Fresh weight (g) 6.00    e 7.28    c 8.34    a 5.73   f 7.30    c 8.04    b 

Dry weight (g) 0.46     e 0.77    d 1.90     a 0.47   e 0.91    b 1.11     b 

Fruit diameter 

(cm) 

1.00     e 1.37    b 1.63     a 1.01   e 1.17    d 1.33     c 

Fruit length (cm) 1.00      f 1.37    e 1.58     d 1.92   c 2.48     b 2.72     a 

Fruit size (cm3) 1.35      e 2.28    c 2.63      a 1.23    f 1.94     d 2.38     b 

No. fruits 12.79    f      19.31  c 24.60    a 13.9 8 e 18.87   d 24.09   b 

Fruit fall% 20.19    b      15.43  c 11.99    e 20.94  a 15.34   c 12.88  d 

Yield/plant  (g) 67.94    e       84.52   b 87.03    a  59.78   f 70.59   d 75.79   c 

Yield/ha  (kg) 339.72  e       422.63 b       435.15  a       293.85 f 351.75  d 374.05 c 
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Table 4. Effect of foliar calcium application on some chemical substance in strawberry fruits (Festival and 

Albion cultivar). 

 

 

 

4.Discussions  

              Calcium, in the form of calcium pectate, 

is responsible for holding together the cell walls of 

plants. Calcium is also used in activating certain 

enzymes and to send signals that coordinate 

certain cellular activities. It is a structural part of 

the cell walls, by forming cross-links within the 

pectin polysaccharide matrix. With rapid plant 

growth, the structural integrity of stems that hold 

flowers and fruit. It assists in movement of 

carbohydrates within the plant. Calcium 

insufficiency may impede plant growth and, as its 

function in root growth is so important, plants 

may suffer from other nutrient deficiencies as a 

result of calcium deficiency. 

In strawberry cultivar Festival with foliar calcium 

at 500 ppm resulted in a remarkable increase of 

most of studied characteristics. While Albion 

cultivar shoed less response to foliar calcium at 

the same level. Wójcik and Lewandowski, (2003) 

examined the effects of foliar applications of 

calcium (Ca) and boron (B) on yield and fruit 

quality of ‘Elsanta’ strawberries grown on a sandy 

loam. Results showed that fruit and leaves from 

Ca-treated plants had increased Ca concentrations. 

 

5.Conclusion 
              The results exposed that the application 

of calcium significantly affected vegetative and 

reproductive characteristics of strawberry. 

Furthermore, increasing the concentration of Ca 

increased the postharvest life. Moreover, the 

application of Ca by spraying method had positive 

effects on the growth of the plant. Generally, 

spraying calcium at the level (500 ppm) had the 

highest impact on the growth, flowering and yield 

of strawberry plants. 
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A B S T R A C T: 
Aflatoxins are fungal metabolites, toxic and carcinogenic. Aflatoxin B1 is the most common toxic mycotoxin classified as Group I 

carcinogen by the International Agency for Cancer Research. The purpose of this study is to determine the level of Aflatoxin B1 

in different varieties of milled rice imported from different origins to Kurdistan region of Iraq between October and December 

2018 by using indirect competitive enzyme-linked Immunosorbent Assay (ELISA). A total of 150 rice samples (30 each group) 

were collected from different sources (Thailand, Russia, India, Kurdistan and different sources from Iraqi public food distribution 

system), to evaluate their Aflatoxin B1. Out of 150 samples 90 (60%) have been detected with Aflatoxin B1, while the others 60 

(40%) samples were not detected (under the detection limit of 0.02µg/kg). The concentrations were ranged from (0.03 to 3.12) 

µg/kg with an average range 0.94 µg/kg. The highest percentage of detected samples were from Russia 25 (28%) followed by a 

group of origins distributed through national distribution system 22 (24%), Thailand 21 (23%), Kurdish 12 (13%) and the lowest 

percentage was from India 10 (11%). However, out of 90 positive samples, only 4 (4%) samples from Russia were exceeded the 

European Union regulations limit of 2µg/kg of Aflatoxin B1 and other 86 (96%) were within the permissible levels of 

international legislations, these concentrations can cause a serious health issues to human because of the large amount of rice 

consumption per capita per year in Kurdistan region where rice is included in the daily diet, as a result, accumulation of Aflatoxin 

B1 in a human body will raise. 
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1. INTRODUCTION  

Rice (oryza sativa) is the staple food grain 

of over 50 percent of the world population and is 

the second main grain consumed after wheat 

(Elzupir, Alamer and Dutton, 2015). Iraq ranked 

among top ten countries of rice importer in the 

world (Bedford et al., 2017). The largest amount 

of rice in the world in 2018 were produced by 

China with 208.1, followed by India with 169.5 

million metric tons (FAO, 2018). It is flood 

resistant, dry, damp, cool and warm and grows in 

alkaline acid and saline soils (Eslami et al., 2015).  

Mycotoxins are secondary fungal 

metabolites that can contaminate a broad range of 

foods (Ferre, 2016). In addition, the natural 

contaminants of important plant products (rice, 

wheat, barley, maize ... etc.). They created serious 

problems for human and animal health (Kamkar et 

al., 2014). 

Aflatoxins are the world's leading food 

contaminant mycotoxins (Kamkar et al., 2014) 

 

* Corresponding Author: 
Jaafar Abdulmanaf Ali  

E-mail: Email: jaferdhk73@gmail.com or jaferdhk73@duhokhealth.org  

Article History: 

Received: 16/10/2019 

Accepted: 01/12/2019 

Published: 22/04 /2020 

https://zancojournals.su.edu.krd/index.php/JPAS
http://dx.doi.org/10.21271/ZJPAS.32.2.16


Ali. J. and.  Jakhsi.N/ZJPAS: 2020, 32 (2): 151-156 
152 

 

ZANCO Journal of Pure and Applied Sciences 2020 

   
 

 
 

which are a class of mycotoxins mainly produced 

by Aspergillus flavus, A. parasiticus, and seldom 

A. nominus (Alpsoy, 2010; Reddy et al., 2010). 

The main Aflatoxins are AFB1, AFB2, AFG1, 

AFG2, AFM1 and AFM2. They are harmful for 

human health because of their toxicity, 

carcinogenic, mutagenic, teratogenic and 

hepatotoxic characteristics. Amongst other 

Aflatoxins, AFB1 is the most toxic type; and also 

is the most powerful human cancer. AFB1 is 

therefore listed by the International Agency for 

Research Cancer (IARC) of the World Health 

Organization (WHO) as group I of carcinogenic 

chemicals compounds (Elzupir, Alamer and 

Dutton, 2015). There is a high risk of liver cancer 

for careers of hepatitis B or hepatitis C if 

Aflatoxin is exposed (Costanzo et al., 2015). The 

findings of epidemiological data indicate that liver 

cancer and exposure to AFB1 are in a positive 

correlation which may be increased by hepatitis B 

virus (Liu et al., 2012). The carcinogenicity of 

Aflatoxins is higher 30 times for populations 

infected by hepatitis B virus (Groopman, et al. 

2008). 

Aflatoxin B1 are heat-stable chemical 

compounds that during most food processing are 

not totally destroyed. Several countries have 

therefore developed broad law to regulate 

mycotoxin levels in plant products, and each has 

its own different limits (Tavakoli et al., 2013; 

Kamkar et al., 2014). 

The maximum tolerable limits for total 

Aflatoxins (B1+B2+G1+G2) and 2μg / kg for 

AFB1 in rice were established by the European 

Union as 4μg / kg for total Aflatoxins 

(B1+B2+G1+G2) (Commission, 2010). A joint 

FAO / WHO Expert Committee on food additives 

reviewed Afatoxins in 1987 (FAO/WHO, 1987) 

No daily intake was acceptable; individual intakes 

were advised to be reduced to the lowest 

executable. 

Many methods, including thin-layer 
chromatographic (TLC) analysis, high-

performance liquid chromatography (HPLC) and 

the enzyme-linked immunosorbent assay 

(ELISA), were used for analyzing Aflatoxins 

(Tavakoli et al., 2013; Sasan et al., 2014). Due to 

the adaptability, simplicity and sensitivity, ELISA 

is the most common method for the study of 

Aflatoxins (Magliulo et al., 2005), even accuracy 

of the study and routine diagnosis of a huge range 

of samples (Kamkar et al., 2014).  

This work was determined the level of 

Aflatoxin B1 in most common consumed 

imported rice in Duhok province, Kurdistan 

region of Iraq. 

 

2. MATERIALS AND METHODS  

2.1.  Sample Collection: 

A total of (150) imported raw milled rice 

samples (250 g each) from five different sources 

(Thailand, India, Kurdistan, Russia and group 

origins distributed through national public 

distribution system of food) were collected 

randomly in Duhok governorate, Kurdistan region 

of Iraq during winter between October and 

December 2018. The samples were collected from 

local markets; retail stores and sampling unit of 

Ibrahim Khalil (border point between Iraq and 

Turkey). Long grain white rice (Basmati), white 

medium grain rice and round grain rice were 

evaluated for their Aflatoxins content. In addition, 

locally produced round grain rice (Kurdish) 

cultivated at a limited scale was also evaluated for 

Aflatoxins. The storage period of rice samples was 

ranged between 3-24 months. All samples were 

labeled then, placed in clean paper bags then, in 

zipped polyethylene bags. After that, the samples 

were shipped to the food analysis laboratory 

belong to directorate of preventive health affairs 

in Duhok governorate to be store at -20°C until 

analysis. 

2.2. Detection of AFB1 by indirect 

competitive ELISA: 

The quantitative detection of AFB1 and 

preparation of the samples were performed based 

on a competitive enzyme immunoassay using 

Helica Bio-systems, Aflatoxin B1, ELISA assay 

Low Matrix 69-1B10LFAB149 test kit, USA, 

2018. 

2.3. Extraction of AFB1 from rice samples: 

The extraction procedure was carried out 

according to commercial ELISA kit of Helica Bio-

systems, USA, 2018. The Samples (250g) were 

thoroughly mixed and 30g from a sub-sample 

were ground to powder. Twenty grams from 

powdered sub-sample were added to the 100ml of 

80% methanol (20ml distilled water with 80ml of 

methanol v/v). The ratio of sample to extraction 

solvent is 1:5 (w/v). The samples were mixed by 
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shaking in a sealed container for 10 minutes then, 

left for 30 minutes to allow the particulate matter 

to settle. Ten milliliter from aliquot was 

centrifuged 3500 RPM for 5 minutes and the 

extract were diluted 1:10 in phosphate buffer 

saline containing 0.05% Tween20 prior to ELISA 

test. (The final dilution was 1:50).  

2.4. ELISA test procedure: 

According to manual instructions provided 

with Aflatoxin B1 (cat#981BAFL01LM-96) low 

matrix test kit, 100µl of each standard and 

prepared sample was gently mixed with 200µl of 

sample diluent in a mixing well. Then, 100µl from 

each mixing well was transferred to a 

corresponding antibody coated microtiter well, 

incubated at room temperature (20–25°C) for 30 

minutes. Liquid was drained by firmly taping the 
wells against the absorbent paper; a washing 

buffer washing three times the wells (300 µl). 

After that, 100µl from horse-radish peroxidase 

(HRP) Aflatoxin enzyme conjugate was added to 

each well and incubated 30 minutes at room 

temperature. After a washing step repeated, 100µl 

of substrate solution added to each well, incubated 

10 minutes at room temperature in a dark place. 

Finally, 100µl of the stop solution was added to 

each well and the optical density (OD) of the 

resulting color was measured at 450nm by using 

ELISA plate reader (BioTek-USA). To calculate 

the absorption percentage, the values obtained for 

the samples and standards were divided by the 

absorbance value of the 1st standard (zero 

standard) and then multiplied by 100 (percentage 

of maximal absorbance). The founded intensity of 

absorption in the samples was inversely 

proportional to AFB1 concentration. In order to 

create a generic curve and then measure the AFB1 

concentration in every sample, Helica Bio-system 

was used. 

2.5. Statistical Analysis: 

Statistical analysis was applied using 

Minitab software version 17.1 (Minitab, LLC, 

USA, 2014). Results were given as mean ± SD to 

illustrate Aflatoxin B1 concentration ranges in 

each origin and study the differences. 

 

 

 

 

3. RESULTS: 

The Aflatoxin B1 contamination in different 

imported rice samples were presented in data 

sheet (Table 1). A total of 150 milled rice samples 

from 5 origins (Thailand, India, Russia, Kurdish 

and different origins from Iraqi public food 

distribution system), (Thirty samples each) were 

analyzed for Aflatoxin B1 contamination. 

Analytical results showed that 60% (90 out of 

150) rice samples were detectable or positive 

(containing ≥ 0.03 µg/kg AFB1) ranged between 

0.03-3.12 µg/kg of Aflatoxin B1 with an average 

0.94 µg/kg , while the remaining 40% (60 out of 

150) samples were undetectable or negative 

(containing less than 0.03µg/kg AFB1) to ELISA 

test (Figure 1).  

 
Figure 1: Percentage of negative and positive samples. 

 

Table 1: Occurrence and level of Aflatoxin B1 in rice 

in different origins imported to Kurdistan region of 

Iraq. 

   

Number of samples in AFB1 

concentration range, (µg/kg) 
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Russia 30 
25 

(83%) 

11 

(44%) 

10 

(40%) 

4 

(16%) 

0.35-

3.12 

1.28©±0.

70 

Iraqi 

PDS* 
30 

22 

(73%) 

18 

(82%) 

4 

(18%) 
0 

0.12-

1.38 
0.62±0.39 

Thailand 30 
21 

(70%) 

7 

(33%) 

14 

(67%) 
0 

0.03-

1.73 
1.03±0.47 

Kurdish 30 
12 

(40%) 

9 

(75%) 

3 

(25%) 
0 

0.06-

1.51 
0.77±0.41 

India 30 
10 

(33%) 

6 

(60%) 

4 

(40%) 
0 

0.10-

1.83 
0.86±0.76 

Total 150 
90 

(60%) 

51 

(57%) 

35 

(39%) 
4 (4%) 

0.03-

3.12 
0.94±0.60 

* Origins selected from Iraqi Public Distribution System 

(Uruguay, USA, Argentina, Vietnam and Thailand). 

 

 

150 

60 
40% 

90 
60% Total Samples

Negative Samples

Positive Samples
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The minimum limit of detection (LOD) for 

Aflatoxin B1 (low matrix) kit used was 0.02µg/kg. 

The (average ± SD µg/kg) ranges of Aflatoxin B1 

contamination were 1.28±0.70 for Russia, 

1.03±0.47 Thailand, 0.86±0.76 India, 0.77±0.41 

Kurdish and 0.62±0.39 for origins (Uruguay, 

USA, Argentina, Vietnam and Thailand) 

distributed through Iraqi public food distribution 

system. The results showed that maximum level 

of AFB1 was found in rice samples originated by 

Russia and lowest from rice samples originated by 

India. Only 4 (4%) samples from all detectable 

(positive) samples were exceeded the European 

Union (EU) regulatory limit of AFB1 (2µg/kg); all 

of them were Russian origins while, none of the 

other 86 (96%) samples were passed over EU 

tolerance limits of AFB1. 

 

4. DISCUSSION 

AFB1 is one of the most toxic mycotoxins 

in various studies examined in rice samples. In 

this study 150 imported milled rice samples from 

different sources were analyzed for Aflatoxin B1 

content. A total of 60% (90) samples were 

detected, 25 (28%) samples from Russia, 22 

(24%) from sources distributed through Iraqi 

public food system (Uruguay, USA, Argentina, 

Vietnam and Thailand), 21 (23%) from Thailand, 

12 (13%) from Kurdish (locally cultivated) and 10 

(11%) from India. The contamination range of 

AFB1 in rice samples cultivated in Russia 4(4%) 

were out of normal ranges comparing with 

European regulations limit, while all other 

samples were in the normal ranges. The finding of 

highest percentage of contaminated samples in 

rice originated by Russia may be because of 

inappropriate harvesting, transporting and storage 

conditions. Moreover, the variety of rice 

cultivating in Russia (round rice) has more ability 

to affected by Aflatoxigenic fungi as it contain 

more starch and produced more broken seeds 

through milling process. On the other hand, the 

appropriate harvesting, good conditions of 

storage, pigmentation and flavoring, as well as 

quality improvement may be result from smallest 

percentage of contaminated samples from India 

because all of these processes and conditions play 

an important role in propagation of Aflatoxigenic 

fungi. Regarding in rice cultivated locally 

(Kurdish), although it has low level of harvesting, 

milling, storage and packing, it registered a small 

portion of positive samples in our study due to its 

freshness and a short time of both transporting and 

storage. This finding is strongly significant 

therefore the author strongly recommend further 

studies on different varieties of locally cultivated 

rice should be conducted. 

Aflatoxin B1 contaminations in rice are 

reported in previous studies most of them 

analyzed different varieties of rice. In a study by 

Park et al., 2005 (Je, Lee and Kim, 2005) in 

Korea, they analyzed the concentration range of 

Aflatoxin B1 in 88 samples of polished rice and 

reported that 5 (5.6%) samples with mean 4.3 

µg/kg were contaminated with Aflatoxin B1. 

Also, AFB1 found in 21 (11.2%) samples from 

187 rice samples analyzed with a maximum range 

of (63.32µg/kg) in Brazil by Katsurayama et al., 

2018. In Canada, Bansal et al., 2011 Investigated 

99 different varieties of rice from retail markets 

and registered (56.1%) as incidence of Aflatoxin 

B1 and they discovered that the most 

contamination presence was related to AFB1 

which was higher than other mycotoxins. In 

another study carried out by Wang and Liu, 2007 

they detected AFB1 in 16 out of 84 rice samples 

with a range of (0.15–3.22μg/kg) which is like our 

study ranges. Similar incidence of AFB1 in rice 

samples (67.8%) to our study were reported in a 

survey by Reddy et al. 2009, when they found the 

AFB1 in 814 (68%) out of 1200 rice samples of 

Basmati variety collected from field and where-

houses in India. In (2011), Makun et al. published 

a maximum incidence (100%) in Nigeria from 21 

different rice samples, Also, in (2012) and (2013) 

a similar incidence of AFB1 in rice samples 

showed by (Eslami et al., 2015) in Iran.  

Such concentrations of AFB1 are high and are 

most likely to cause acute human symptoms and 

are therefore disturbing and essential for experts 

and government bodies, producers and consumers. 

They would play an important role in the 

propagation of hepatocellular carcinoma (HCC) in 
rice in countries with a high intake of rice in 

AFB1. As a result, the outcome of these 

investigations places a responsibility on the 

member states of such populations to ensure food 

safety for this basic food commodity. 
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5. CONCLUSIONS AND RECOMENDATIONS: 

To conclude, the level of Aflatoxin B1 in 

most varieties of consumable imported, and some 

locally cultivated rice are in the allowed ranges 

while, excessive observation should be taken by 

continuous screening of AFB1 in imported rice in 

all custom points of Iraqi borders because 

Aflatoxins have a negative impact on consumer 

health especially in rice-consumer countries such 

as Iraq where, rice consider as a main part of the 

daily food system. 
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A B S T R A C T: 
Enterococci are Gram-positive bacteria that cause serious nosocomial infections, including urinary tract, bloodstream infections 

and endocarditis. During the period of September 2018 to February 2019, forty four isolates of E. faecalis were isolated from 826 

clinical specimens including; 35(5.07%) isolates of E. faecalis from urine, 7(7.60%) isolates from high vaginal swab and 

2(8.69%) isolates from blood patients in different hospitals. All isolates that described above were identified depending on 

cultural criteria, morphological criteria, biochemical tests and further confirmed by Vitek 2 compact systems. The results of 

eleven antimicrobial against obtained isolates revealed that 100% of  E. faecalis were resistant to cefotaxime, vancomycin, 

amoxicillin and erythromycin. While, it were 100% sensitive to doxycycline, imipenem, and nitrofurantion. Whereas, most 

isolates were differ in their susceptibility to amikacin, gentamycin, tetracycline and azithromycin. On the other hand, the results of 

biofilm found that 13.63% of isolates were produce strong biofilm, 54.54% were produce moderate biofilm and 31.81% were 

produce weak biofilm. The results of molecular analysis by using PCR showed that isolated E. faecalis were carried 97.72%, 

90.90%, 63.63% of ebpR, asa1, esp genes respectively. 

 
 

KEY WORDS: Antimicrobial resistant, Biofilm, Enterococcus faecalis, Virulence genes. 

DOI: http://dx.doi.org/10.21271/ZJPAS.32.2.17 

ZJPAS (2020) , 32(2);157-166  .    

 

 1. INTRODUCTION  

 

Enterococcus faecalis (E. faecalis) is one of the 

most widely recognized types of enterococcus 

which causes 85 to 90% of enterococcal 

infections. Gram-positive bacteria were before 

classified as group D Streptococcus, because of 

specific antigen which is teichoic acid. The vast 

majority of these microbes are non-hemolytic and 

occasionally are alpha-hemolytic which can be  

 

 

 

 

 

 

found in natural intestinal flora (Mohammadi et 

al., 2015). E. faecalis appear as single, pairs or 

short chains,  non- spore forming, not produce 

catalase and oxidase enzymes, non- motile, 

facultative anaerobic bacteria  (Van Tyne and 

Gilmore, 2014; Anagnostopoulos et al., 2018). 

Enterococci are mesophilic bacteria that could 

develop from 10
 o

C  to 45
 o

C  with ideal 

temperature included between 30
 o

C  and 35
o
C 

(García-Solache and Rice, 2019). E. faecalis 

develop in salt 6.5% (sodium chloride), bile salts 

40% and pH=9.6 (Higuita and Huycke, 2014). It 

can survive in a temperature of 60 °C for 30 

minutes which differentiate them from other 

Enterococcus species (Alipour et al., 2014). 

Moreover, E. faecalis is known to be opportunistic 

pathogen and is a common reason for nosocomial 

infections and cause some diseases in humans and 

these bacteria have been associated in bacteremia, 

endocarditis, urinary tract diseases or different 

infections. Lately, a role of E. faecalis in 

pancreatic and colorectal cancers has also been 
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recommended but this remains 

questionable(O’Driscoll and Crank, 2015; de 

Almeida et al., 2018). The enterococci have an 

amazing capacity to adjust to various conditions 

and have an affinity to obtain antibiotic resistance, 

which has led to the appearance of multi-drug 

resistant variants, across the genus. The E. 

faecalis is naturally resistant to many antibiotics, 

for example, penicillin, ampicillin, piperacillin 

and vancomycin which have just bacteriostatic 

before bactericidal effects (Kristich et al., 2014). 

Furthermore, Opportunistic diseases has been 

related with the creation of virulence factors, 

adherence to cells, ability for biofilm creation and 

protection from antimicrobials (Bhatty et al., 

2015). Many virulence factors have been 

recognized that are related with a wide range of E. 

faecalis diseases; in particular, aggregation 

substance (AS), gelatinase (GelE) and biofilm-

associated Pili (Ebp), and biofilm creation (Singh 

et al., 2010).  The purposes of this study were 

isolation and identification of E. faecalis from 

various clinical sources from various hospitals 

patients, antimicrobial sensitivity, detection of 

biofilm producer bacteria and detection of some 

virulence genes by using PCR technique. 

Fritillaria zagrica Stapf. is a species very closely 

allied to F. tulipifolia and F. armena.  

 

2. MATERIALS AND METHODS  

2.1. Isolation of E. faecalis bacteria 

Forty four isolates of E. faecalis were obtained 

from 826 specimens were collected from 555 

female and 271 male patients in Rizgary (Erbil 

province) and Shahidan Qaladze teaching 

hospitals (Sulaimani province) within five months 

(September 2018 to February 2019) and from 

different clinical sources including; 690 

specimens from urine, 92 from high vaginal swab, 

23 from blood and 21 from stool. All specimens 

transferred to laboratory for microbiological 

examinations. All isolates were identified 

depending on cultural, morphological, and some 

biochemical tests, in addition to Vitek 2 Compact 

system (Navas et al., 2014). Also the bacterial 

isolates were screened for catalase, oxidase, 

coagulase , gelatinase , lipase, DNase, protease, 

urease , beta lactamase  and hemolysin tests 

(Sharma, 2007; Cappuccino and Sherman, 2008; 

Stratev et al., 2015). 

2.2 Antimicrobial Resistant Test 

Antimicrobial resistant test was used to known the 

resistant of isolated  E. faecalis against 11 

antimicrobials by  using Kirby Bauer method 

(Clinical and Institute, 2009), including  amikacin 

(10 μg), amoxicillin (25 μg),  azithromycin (15 

μg),  cefotaxime (30 μg),  doxycycline (10 μg),  

erythromycin (10 μg ), gentamycin (10 μg),  

imipenem (10 μg),  nitrofurantion (100 μg),  

tetracycline (10 μg ), and vancomycin (30 μg). 

2.3 Biofilm Assay 

All obtained E. faecalis were tested for biofilm 

production  by using microtiter plate assay 

according to (Mathur et al., 2006). 

2.4. Molecular Study  

2.4.1. Isolation of DNA from E. faecalis 

The way that used for isolation of DNA from 

bacterial cells was done by using Presto
TM

 Mini 

gDNA bacteria kit. The steps includ; Sample 

preparation, lysis, DNA binding, washing and 

elution. 

2.4.2. Primer 

The studied primers were provided by macrogen 

(Table 1). Macrogen made the primer as 

lyophilized powder, thus the concentration defines 

as pmol. Primers were prepared by adding 300μl 

of deionized water to each lyophilized primers 

(forward and reverse) for each gene separately. 

Then 20μl from each primer put in 180μl 

deionized distilled water as work stock, and then 

used in PCR reaction and the volume of each 

primer stock solution was 100 pmol/µl.  

2.4.3. Detection of E. Faecalis Genes 

DNA extraction was done by the tissue buffer 

boiling method as defined by (Aghdam et al., 

2017). Extracted DNA assisted as a template for 

the enlargement of virulence genes particular for 

E. faecalis includes asa1and ebpR. Conventional 

PCR was performed in 25 μl volumes reactions 

that contained 20–200 ng DNA, 0.5 μM of 1 μl of 

each specific primers for each gene, 1.5 mM 

MgCl2, and 200 μM of each dNTP, 1× PCR 

buffer and 2 U DNA Taq-polymerase (Cinnage, 

Tehran, Iran) as described by (Asgharzadeh et al., 

2015). An initial denaturation at 94 °C for 10 min 

was followed by 35 cycles of 1 min denaturation 

at 94 °C, annealing at 58 °C for (esp) /52 °C (for 

ebpR and asa1) for 1 min and extension at 72 °C 

for 1 min, followed by a final extension at 72 °C 

for 10 min (Aghdam et al., 2017). PCR products 

were analyzed in 1.5% agarose gels and visualized 

under UV after staining with 0.5 μg × ml-1 DNA 
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safe stains. AccuPower PCR PreMix is the great 

technology and easy to do DNA amplification. It 

comprises DNA polymerase, dNTPs, a tracking 

dye and reaction buffer in a premixed format, 

freeze-dried into a pellet. Primer (1.3 μl) of each 

forward and reverse, (2.5μl) of DNA template 

were added to AccuPower PCR tube then 20μl of 

distilled water added to AccuPower PCR tubes. 

After that, lyophilized blue pellet dissolved by 

vortexing. PCR done for samples, process in the 

thermal cycler for 30 cycles (Table 2).  

2.4.4. Detection of DNA Content by Agarose 

Gel Electrophoresis  

The most public way to isolate DNA 

molecules according to size is electrophoresis 

technique in 1.5% agarose gel (Igeltjørn, 2009; 

Mishra et al., 2010). The DNA concentration and 

purity was determined by using Nanodrop 

spectrophotometer (Thermo Scientific/ United 

States) in agarose gel (Philippe and Deborah, 

2010) 

 

3. RESULTS AND DISCUSSIONS 

3.1. Frequencies of E. faecalis isolates 

In the present study 44(5.33%) isolates of E. 

faecalis were isolated from 826 specimens (555 

females and 271 males) including (Urine, stool, 

High vaginal swab and Blood) during five months 

(September 2018 to February 2019) as illustrated in 

table (3).  In the present study, the results showed 

that 35(5.07%) isolates of E. faecalis were obtained 

from urine samples, the current results similar with  

Table 1. Primers sequences and their product size. 

 

References Product 

size 

Primer sequences Primers 

(Kafil and Mobarez, 

2015). 

375bp 5
'
-GCA CGC TAT TAC GAA CTA TAT 

GA-3
'
 

Forward 

primer(asa1) 

5
'
-TAA GAA AGA ACA TCA CCA 

CGA-3
'
 

Reverse 

primer(asa1) 

(Bourgogne et al., 

2007). 

101bp 5
'
-AAA AAT GAT TCG GCT CCA 

GAA-3
'
 

Forward 

primer(ebpR) 

5
'
-TGC CAG ATT CGC TCT CAA AG-3

'
 Reverse 

primer 

(ebpR) 

(Shankar et al., 1999). 95bp 5
'
-GGA ACG CCT TGG TAT GCT 

AAC-3
'
 

Forward 

primer(esp) 

5
'
-GCC ACT TTA TCA GCC TGA ACC-

3
'
 

Reverse 

primer (esp) 

 

Table 2. PCR protocol and thermo cycling conditions. 

 

Final 

elongation 

Elongation Annealing Denaturation Cycles Initial 

denaturation 

Gene 

name 

72
°
C/10min 

then 4
°
C→∞ 

72
°
C/1min 52

°
C/1min 94

°
C/1min 35 94

°
C/10min asa1 

72
°
C/10min 

then 4
°
C→∞ 

72
°
C/1min 52

°
C/1min 94

°
C/1min 35 94

°
C/10min ebpR 

72
°
C/10min 

then 4
°
C→∞ 

72
°
C/1min 58

°
C/1min 94

°
C/1min 35 94

°
C/10min Esp 
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Table 3. Frequency of  E. faecalis  in different clinical sources. 

Sources No. of samples No. of isolates Percentages 

Urine 690 35 5.07% 

Stool 21 0 0% 

High Vaginal Swab 92 7 7.60% 

Blood 23 2 8.69% 

Total 826 44 5.3% 

 

 

 

 

 

 

 results of Daza et al. in (2001) and Al Sweih et al. 

in (2005) which they isolated (6%) and (4.2%) of E. 

faecalis from urine samples, respectively. while no 

isolates was isolated from stool specimens, On the 

other hand 7(7.60%) isolates of E. faecalis were 

isolated from high vaginal swab, this result was 

near with recent studies of Udo et al. in (2003) and 

Kudo et al. in (2014) which they isolated (9%) and 

(9.7%) of E. faecalis from high vaginal swab, 

respectively;  whereas, 2(8.69%)  of E. faecalis 

were isolated from the blood. These results were 

different with recent studies of Al-Husseiny, in 

(2008) and Kehinde et al. in (2013) which they 

isolated (16.27%) and (5%) of E. faecalis from 

blood, respectively (Figure 1). The percentages of 

isolation may be different and may be related to the 

time of collecting specimens, the number of 

specimens, the differences in the sources, hospital 

included and differences in the identification 

methods. All isolates identified as E. faecalis on 

bile esculin agar (Figure 2) depend on creamy color 

of colony which conversion of media to black, it 

comprise of 40% bile salt assistance in inhibition 

growth of Streptococci belong to group D antigen 

made this media valuable in determination of 

enterococcus from other non-enterococcus bacteria 

that belong to group D antigen (Hemraj et al., 

2013). Additionally, the E. faecalis are Gram 

positive, do not form spore, not motile, do not 

produce oxidase, catalase, DNase, and urease, and 

ferment glucose without gas generation (Arias et 

al., 2010; Jayasundara, 2014; Subramanian et al., 

2015; Sangeetha et al., 2016). They are facultative 

anaerobic bacteria, round, single, pairs or  may be 

short chains (Silva et al., 2012).  

 
Figure 1. Distribution of E. faecalis isolates in different 

clinical sources. 

 

 

 
 

 

Figure  2. E. faecalis colonies on Bile Esculin Agar. 

 

The results of lipase showed that 4(9.09%) isolates 

were given positive results and 40(90.90%) isolates 

were gave negative and these results was close with 

results of (AL-Khafaji et al., 2010; Biswas et al., 

2014). Moreover, 26(59.09%) of the isolates were 

positive for protease test and 18(40.90%) of isolates 

were negative and these results similar to Fuka et 

al. in (2017). Furthermore, out of all isolates of E. 

faecalis just 24(54.54%) hydrolyzed gelatin and the 

other isolates do not and these results agreed with 

the consequences of Mohamed and Murray, in 

(2005) and Zoletti et al. in (2011). However, 
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39(88.63%) were coagulase negative and 

5(11.36%) were coagulase positive and these 

outcome is close that result which described by 

Kent in (2013) which they detected Coagulase-

negative Enterococci represented 93%. All 44 

isolates of E. faecalis from different sources were 

β-hemolysin .The current study was an endeavor to 

distinguish β-lactamase creation between isolated 

bacteria and the results found that all  E. faecais 

were positive for β- lactamase creation. These 

results was similar with results obtained by Al-

Duliami et al. in (2011) which they distinguished 

76.7% of β-lactamase makers of E. faecalis. 

3.3. Antibiotics Susceptibility Test 
 Antibiotic sensitivity test was conducted for 44 E. 

faecalis isolates using 11 types of antibiotics with 

different action, the percentage of resistance 

(Figure 3). The results found that 100% of E. 

faecalis were resistant to cefotaxime, vancomycin, 

amoxicillin and erythromycin. While, 95.45%, 

86.36%, 81.81% and 68.18% of isolates were 

resistant to each of tetracycline, amikacin, 

gentamycin and azithromycin respectively.  

  
Figure 3. Percentage of antimicrobial resistant in E. 

Faecalis. 

Moreover, 100% of obtained E. feacalis were 

susceptible for doxycycline, imipenem and 

nitrofurantion. These results similar with those 

results reported by Ullah et al. in (2015). and 

Yang and Juett, in (2016) where they detected that 

100% of isolates were resisting to cefotaxime and 

vancomycin. Also, these results was near with 

results reported by AL-Gheethi et al. in (2013) 

where they detected that 95.23% of isolates were 

resistant to amoxicillin. As well as, Stępień-

Pyśniak et al. in (2016) demonstrated that E. 

faecalis isolates absolute resistance 100% against 

erythromycin. Furthermore, Endo et al. in (2014); 

Talebi et al. in (2015); Samadi et al. in (2015) and 

Pourcel et al. in (2017) detected that  66.7% of 

isolates were resisting to azithromycin, 86% of 

isolates were resisting to tetracycline, 80% of 

isolates were resisting to amikacin and 77.2% of 

isolates were resisting to gentamicin, respectively; 

Also results of doxycycline, imipenem and 

nitrofurantion were agreed with the results 

reported by Yüceer and Özden Tuncer, in (2015); 

Sarah et al. in (2015) and El-Kersh et al. in (2016) 

which they detected that 100% of isolates were 

sensitive to doxycycline, 100% of isolates were 

sensitive to imipenem and 88% of isolates were 

sensitive to nitrofurantion, respectively. 

3.4. Detection of Biofilm Producer E. faecalis 
      The results of this test showed that 6 (13.63%) 

of E. faecalis were strong biofilm producer, 

While, 24(54.54%) were moderate biofilm 

producer and 14(31.81%) isolates of E. faecalis 

were weak biofilm producer. These results was a 

little bit differ from results of Al-Hashimy and 

Alhalaby  in (2016) where they detected that 

20(40%) of E. faecalis were strong biofilm 

producer, 26(52%) of E. faecalis were moderate 

biofilm producer and 4(8%) were strong biofilm 

producer. The most dependable technique was 

microtiter plate method. The biofilm is a 

community of bacteria living with each other in an 

organised structure as microcolonies and it is 

encased in a matrix composed of an extracellular 

polymeric substance.  

The above method was the better screening test 

for biofilm production than other methods for 

Gram positive bacteria because microtiter assay 

was easy to perform and assess both qualitatively 

and quantitatively (Abdullah and barzani, 2016). 

Also, Mathur et al., (2006) reported that the 

microtiter assay (TCP) method was an accurate 

and reproducible method than other methods for 

screening and this method can serve as a reliable 

quantitative tool for determining biofilm 

formation by clinical isolates of microorganism. 

However, the bacterial biofilm make the bacteria 

to adhere to inert materials and increased 

antibiotic resistance (Davies, 2003; Høiby et al., 

2010). 

3.4. Molecular Study 

3.4.1. DNA Extraction 

      DNA of all isolated Gram positive bacteria 

effectively extracted by utilizing genomic DNA 

mini kit (Presto 
TM 

Mini gDNA bacteria kit), Then 

DNA concentration was estimated by Nanodrop 

spectrophotometer, and DNA concentration was 

among 50-90ng/µl. Proportion of tests absorbance 

at 260/280nm were 1.8–1.85. The proportion of 

tests absorbance at 260 / 230nm was between1.8-2 

and commonly accepted a pure for DNA (Philippe 
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and Deborah, 2010). Also, DNA bands were 

affirmed and examined by agarose gel 

electrophoresis. The results revealed that all DNA 

successfully extracted and all isolates gave bands 

with molecular weight 1500bp (Yang et al., 2018) 

as shown in figure ( 4). 

 
Figure 4. Genome profile of E. faecalis isolates 

performed with agarose gel electrophoresis. 

M: DNA ladder (100bp). Lane 1: Negative 

control; Lanes 2, 3, 4, 5, 6, 7, 8 and 9: Are 

genomes of E. faecalis isolates. 

 

3.4.2. Detection of E. faecalis Virulence Genes 

3.4.2.1. Detection of ebpR gene by PCR 

     In present study, PCR method showed that 

43(97.72%) of E. faecalis isolates were harboring 

ebpR gene with molecular weight of 101bp as 

showed in figure (5). This result in agreement 

with Aghdam et al. in (2017) which they isolated 

100 isolates of E. faecalis from patient's dental 

root canals and they examined for the occurrence 

of virulence genes and their results showed that 

91(91%) had ebpR gene.  

 
Figure 5.  Polymerase chain reaction products on gel 

electrophoresis for ebpR gene. M: DNA 

ladder (100bp). Lane 1: Negative control; 

Lanes 2, 3, 4, 5 , 6, 7, 8, 9, 10, 11, 12, 13, 14, 

15, 16, 17, 18, 19, 20, 21 and 22: Amplified  

PCR product of ebpR gene (101bp) for E. 

faecalis isolates. 

 

On the other hand Kafil and Mobarez  in (2015) 

isolated 196 isolate of E. faecalis from urinary 

tract infection of patients in various wards and 

they reported that 183 (93.36%) of isolates were 

harbor ebpR gene. Like many bacteria, E. faecalis 

encodes various adhesions involved in 

colonization or infection of various niches. Two 

well-considered E. faecalis adhesions, aggregation 

substance (AS) and endocarditis- and biofilm-

related pili (Ebp), both add to biofilm 

development on abiotic surfaces and in 

endocarditis, suggesting that they may be 

communicated at the same time. If they are co-

communicated on the same cells and what is the 

practical effect of co-expression on single cells 

and inside a population. When Ebp and AS are 

communicated on the same cells, pili interfere 

with AS-mediated clumping and impede AS-

mediated conjugative plasmid move during 

planktonic development (Afonina et al., 2018).  

3.4.2.2. Detection of asa1gene by PCR 
In present study, PCR method indicated that 40 

(90.90%) of E. faecalis isolates which isolated 

from various sources were carried asa1 gene with 

molecular weight 375bp as showed in figure (6), 

This result in agreement with near result of 

various studies are available for the prevalence 

of asa1 in enterococcal isolates obtained from 

various sources. In a study 8 out of 10(80%) of E. 

faecalis harbored asa1 gene and majority (62.5%) 

of them were being isolated from urine specimen. 

Additionally, in other study the scientist found 

that 76(38.77%) isolates had asa1 gene from 196 

isolates of enterococcus species which isolated 

from patients with urinary tract infections. In 

various wards including serious care units, women 

particular ward, pediatrics, nephrology and 

internist (Kafil and Mobarez, 2015). Aggregation 

substance (asa1) is a sex pheromone plasmid-

encoded surface protein, which promotes the 

conjugative exchange of sex pheromone plasmids 

by arrangement of mating aggregates among 

donor and recipient cells (Aspri et al., 2017) there 

is considerable evidence for a functional role of 

collection substance in the collaboration of E. 

faecalis with its mammalian host. Surface 

expression of aggregation substance rises 

adherence to host tissues and furthermore 

regulates the natural resistant reaction to 

enterococcal disease, thus increasing virulence in 

various models of opportunistic infection (Chuang 

et al., 2009). The development of biofilms in 

vitro is also greatly upgraded by aggregation 

substance (Bhatty et al., 2015).  
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Figure 6. Polymerase chain reaction products on gel 

electrophoresis for asa1 gene. M: DNA 

ladder (100bp). Lane 22: is negative control; 

Lanes 1, 2, 3, 4, 5, 6, 8, 10, 11, 12, 13, 14, 15, 

16, 17, 18, 19, 20 and 21 Amplified  PCR 

product of asa1 gene (375bp) for E. faecalis  

isolates; Lanes 7,9: negative for asa1 gene. 

 

 

4.5.2.3. Detection of esp gene by PCR 
 In current study, the results indicated that 

28(63.63%) of E. faecalis isolates were carried 

esp gene with molecular weight 95bp (Figure 7). 

This result in agreement with the results of 

(Strateva et al., 2016) which they found in their 

study that 60% of  E. faecalis isolates carried esp 

gene.    Enterococcus surface protein (esp) is a 

virulence factor that helps in the adhesion, but its 

role in biofilm formation is still opposing 

(Shridhar and Dhanashree, 2019). Esp is encoded 

on a pathogenicity island in E. faecalis and is 

involved in biofilm formation and binding to 

epithelial cells (Zou and Shankar, 2016). 

E. faecalis surface protein (Esp) is known to help 

surface attachment leading to biofilm 

development. It has been presented that Esp 

insertion-deletion mutants form unstructured and 

weak biofilms (Heikens et al., 2007). Percentage 

of positive and negative results for virulence 

genes showed in table (4). 

 

 
Figure 7. Polymerase chain reaction products on gel 

electrophoresis for esp gene. M: DNA ladder 

(500bp). Lanes 1, 2, 4, 5, 7, 6, 8, 11, 12, 13, 14, 

15, 16 and 17: Amplified PCR product of esp 

gene (95bp) for E. faecalis isolates. Lanes 3, 

9, 10, 18, 19, 20, 21 and 22: Negative for esp 

gene. 

 

Table 4. Prevalence of virulence genes. 

Virulence Genes  % Positive % 

Negative 

ebpR (97.72%) (2.27%) 

asa1 (90.90%) (9.09%) 

Esp (63.63%) (36.36%) 
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A B S T R A C T: 

Uropathogenic Escherichia coli (UPEC) is one of the most causative agents which causing urinary tract infections (UTIs) in 

humans. This study involved the prevalence of the virulence genes among UPEC isolated from patients in various hospitals in 

Zakho city from July 2018 until January 2019 and their susceptibility to different commonly used antimicrobial agent against 

UPEC. The different culture media were used for the identification of Escherichia coli (E. coli). Out of 400 samples, 141 

(35.25%) strains of UPEC were isolated from enrolled patients. The antibiotic susceptibility toward different antibiotics was 

varied among the isolates. Imipenem was the most potent antibiotic with a resistant rate of only 2.84%. While the isolates were 

resistant to most screened antibiotics, with the highest rate 96.45% to Amoxicillin/ clavulanic. The resistant rates decreased 

toward other antibiotics at rates varied from 93.62% for Amoxicillin to 43.97% for Norfloxacin. Fifty-seven isolates were selected 

for PCR analysis, according to the resistance of E.coli to various antibiotics. The selected samples were successfully amplified for 

E. coli identification by producing a single band of a target uidA gene. In this study, the virulence related genes were detected in 

only 35 (61.40%) isolates out of 57 isolates. The distribution of the virulence related genes that included; afa, sfa, hly, cnf and pai 

were 28.07%, 17.54%, 26.32%, 22.81% and 22.81%, respectively. The study highlight that multidrug resistance UPEC harbors 

multiple virulence genes circulating in this setting. 
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 INTRODUCTION

The gram negative E. coli bacteria is an 

opportunistic pathogen which is naturally found in 

the intestinal tract of humans and other mammals, 

it may cause serious diseases in the intestinal tract 

and extraintestinal tract (Russo and Johnson, 

2000; Kaper et al., 2004). Among extraintestinal 

pathogenic E. coli (ExPEC), the most common 

strains of E. coli that causes UTIs in human is 
uropathogenic E. coli (UPEC) (Russo and 

Johnson, 2000). In ascending of the UPEC 

infections, colonization of the E. coli in the 

urethra leads to the spread upward that causes 

cystitis and pyelonephritis (Bien et al., 2012). 

Approximately 70-95% of the community-

acquired UTIs and 50% of the nosocomial UTIs 

are due to the UPEC infections (Wiles et al., 

2008; Šišková et al., 2015). So, E. coli is 

considered as an  important public health problem 

(Farell et al., 2003; Zhanel et al., 2006).  

Several virulence factors of the UPEC play 

an important role in the colonization, invasion, 

and survival within the urinary system of the host 

and causing UTI (Litza and Brill, 2010; Bien et 

al., 2012; Behzadi et al., 2016). These different 

https://zancojournals.su.edu.krd/index.php/JPAS
http://dx.doi.org/10.21271/ZJPAS.32.2.18
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virulence factors that develop the infectious 

process includes: adhesins (P and S fimbriae), 

toxins (cytotoxic necrotizing factor type 1 and α-

hemolysin) and siderophores (aerobactin and 

yersiniabactin). Also, a fimbrial adhesin I and type 

1 fimbriae are beneficial in this type of infection 

(Miyazaki et al., 2002; Dobrindt et al., 2002; 

Dobrindt et al., 2003). The virulence-associated 

genes are located on transmissible genetic 

elements, such as plasmids, bacteriophages and 

pathogenicity islands (PAIs) (Dobrindt et al., 

2003). The PAI is located in a specific region on 

the chromosome (Farshad et al., 2012), and has 

led to the coordination of the horizontal transfer of 

virulence genes between strains of one species or 

related bacterial species (Johnson and Stell, 2000; 

Dobrindt et al., 2003). Multidrug-resistant (MDR) 

among E. coli have been increased over the years 

and this is a major clinical problem in treating the 

UTI infections caused by E. coli (Manikandan and 

Amsath, 2014). The antimicrobials resistance 

differs from one region to another and the rates of 

resistance have increased over the years (Tiwary 

et al., 2017). Multi-drug resistance and extended 

spectrum beta-lactamases (ESBLs) producing 

gram negative bacteria are the major cause of 

infection of the urinary tract (Poirel et al., 2005).  

The limited availability of treatment for E. 

coli has particular clinical significance. Moreover, 

preventing and controlling the spread of UPEC 

infection is hampered by a misunderstanding of 

the population biology of these pathogens (Siu et 

al., 2008). The spread of resistance for 

antimicrobial agents used for the first line 

treatment for uncomplicated UTI such as 

Ampicillin and Trimethoprim/Sulfamethoxazole 

lead to the use of the alternative choice of 

antimicrobial agents such as quinolones and 

cephalosporins (Hryniewicza et al., 2001). The 

MDR rates of E.coli increase for aminoglycosides, 

fluoroquinolones and third generation 

cephalosporins, at rates of 63% during 2012 and 

further increased to 65 % in 2014 over the 

consecutive years (Sharma et al., 2016).  

The aims of this study were firstly to 

identify the UPEC and the rate of their 

distribution among patients in the various hospital 

in Zakho City, Kurdistan Region-Iraq. Secondly 

to investigate the antibiogram rates for the isolated 

UPEC and thirdly to perform PCR analysis of 

some resistant strains in order to identify the five 

virulence related gene; afa, sfa, hly, cnf and pai. 

1. MATERIALS AND METHODS 

 Sample Collection 1.1.

In this study, 400 clinical midstream urine 

samples were collected in clean fully labelled 

screw-capped containers from patients with UTI. 

The samples were collected from various hospitals 

in Zakho city namely; Zakho General hospital, 

Maternity hospital and Emergency hospital, from 

July 2018 until January 2019 (for about 6 

days/week). Following collection, each sample 

was cultured on different culture media and UPEC 

was identified by cultural characters and 

biochemical tests: indole production, methyl red 

reaction, citrate utilization and sugar fermentation 

with gas production.  

 Culturing of the urine sample 1.2.

After delivery of urine samples to the 

laboratory, a loopful of urine samples of each 

patient was cultured on Blood and MacConkey 

agars by streaking method and incubated at 37
o
C 

for overnight. After overnight incubation, a single 

colony from the suspected UPEC was selected and 

sub-cultured on selected media (MacConkey agar) 

to obtain a pure colony. After incubation of the 

subcultured bacteria, the pure colonies were 

cultured on different culture media such as 

Peptone water, Methyl red broth, Simmon citrate 

agar and TSI agar to ensure that the isolated 

bacteria was E. coli (Alexander and Strete, 2001; 

Leboffe and Pierce, 2011).  

 Antibiotic susceptibility test 1.3.

Sixteen antibiotics discs supplied by 

Bioanalyses (Turkey) were used for testing the 

susceptibility of the isolated UPEC, as most of 

these antibiotics were commonly prescribed by 

physicians to patients having UTI infection, as 

listed in Table 1. The disk diffusion method on the 

Mueller-Hinton agar was performed to detect the 

sensitivity and resistant of these antibiotics to the 

E. coli. After 24 hours of incubation, the 

diameters of inhibition zone around each disc was 

compared with the standard chart and interpreted 

as sensitive or resistant depending on the size of 

the inhibition zone
 
(Coyle, 2005; Cheesbrough, 

2006). 
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Table 1: Antibiotic discs 

Antibiotics Code Potency (mcg) 

Amikacin AK 10 mcg 

Amoxicillin AX 25 mcg 

Amoxicillin/clavulanic acid AMC 20/10 mcg 

Ampicillin AM 20 mcg 

Cefixime CFM 5 mcg 

Cefotaxime CTX 30 mcg 

Ceftriaxone CRO 10 mcg 

Chloramphenicol C 10 mcg 

Ciprofloxacin CIP 10 mcg 

Gentamicin CN 10 mcg 

Imipenem IPM 10 mcg 

Nalidixic acid NA 30 mcg 

Norfloxacin NOR 10 mcg 

Tetracycline TE 10 mcg 

Trimethoprim TMP 10 mcg 

Trimethoprim/ 

Sulfamethoxazole 
SXT 1.25/23.75 mcg 

 Genomic DNA extraction and 1.4.

determination of the concentration  

Fifty-seven of the isolated UPEC were 

selected for molecular identification according to 

the resistance rates of E. coli to 16 used 

antibiotics. Genomic DNA was extracted by using 

a commercial extraction kit (PrimePrep
TM 

Genomic DNA Extraction Kit) supplied by GeNet 

Bio (Korea). After DNA extraction, the 

concentration of the genomic DNA were detected 

by using Nanodrop spectrophotometer (Thermo 

scientific) and then used for PCR amplification. 

 

 Primers 1.5.

Six primers were used in this study, as listed 

in Table 2, uidA primer was used for amplifying 

the target uidA gene as a species-specific primer 

for E. coli. The five other primers were used to 

detect the spread of five virulence-related genes 

including; a fimbrial adhesion, S-fimbrial 

adhesion, hemolysin, cytotoxic necrotizing factor-

1 and pathogenicity island, and the five primers 

which were represented for the virulence gene 

were afa, sfa, hly, cnf and pai, respectivly.  

 PCR amplification and gel 1.6.

electrophoresis 

The PCR amplification reaction was 

prepared in 20µl as a final volume which 

contained 5µl of the master mix, 2µl of each 

primer including forward and reverse (10 pmol/µl 

except for hly 30 pmol/µl and afa 20 pmol/µl), 2µl 

of DNA genome (25-50 ng/µl) and 9 µl of PCR 

grade water. The amplification condition was 

shown in Table 3. After amplification, the PCR 

products were run on gel electrophoresis using 

1.2% (w/v) of agarose prepared in 1x Tris-Boric-

EDTA (TBE) buffer. The running of the 

electrophoresis was inserted in 45V for 5 min and 

then changed to 80V for 1 hour. After running, the 

DNA bands on agarose gel was visualized using 

U.V. (Cleaver scientific) light source (Ausubel et 

al., 2003).  

               Table 2: Primers used for detection of Species-specific gene in UPEC and their virulence genes 

Method Primer 
DNA sequence 5'- 3' 

(forward and reverse) 

Amplified 

product 

(bp) 

Reference or source 

Species-specific 

PCR 
uidA 

F-CATTACGGCAAAGTGTGGGTCAAT 

R-CCATCAGCACGTTATCGAATCCTT 
658 bp 

(Adamus-bialek et al., 

2009) 

Virulence genes 

afa 
F-GCTGGGCAGCAAACTGATAACTCTC 

R-CATCAAGCTGTTTGTTCGTCCGCCG 
750 bp (Le-Bouguenec et al., 1992) 

sfa 
F-GTGGATACGACGATTACTGTG 

R-CCGCCAGCATTCCCTGTATTC 
240 bp (Chapman et al., 2006) 

hyl 
F-AGATTCTTGGGCATGTATCCT 

R-TTGCTTTGCAGACTGTAGTGT 
565 bp (Mladin et al., 2009) 

cnf 
F-AAGATGGAGTTTCCTATGCAGGAG 

R-CATTCAGAGTCCTGCCCTCATTATT 
498 bp 

(Adamus-bialek et al., 2009; 

Chapman et al., 2006) 

pai 
F-GGACATCCTGTTACAGCGCGCA 

R-TCGCCACCAATCACAGCCGAAC 
930 bp 

(Chapman et al., 2006; 

Oliveira et al., 2011)  
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Table 3: The amplification condition of specific species gene and different virulence gene among E.coli 

uidA primer Reference
 

Initial 

denaturation 
Denaturation Annealing Extension 

Final 

extension 

(Adamus-bialek et al., 2009) 94 
o
C 92 

o
C 58 

o
C 72 

o
C 72 

o
C 

10 min 1 min 1min 30 sec. 5 min 

1 cycle 35 cycles 1 cycle 

afa primer 

(Le-Bouguenec et al., 1992) 

Initial 

denaturation 
Denaturation Annealing Extension 

Final 

extension 

94 
o
C 94 

o
C 63 

o
C 68 

o
C 72 

o
C 

5 min 1 min 1 min 3 min 7 min. 

1 cycle 30 cycles 1 cycle 

sfa primer 

(Chapman et al., 2006) 

Initial 

denaturation 
Denaturation Annealing Extension 

Final 

extension 

95 
o
C 94 

o
C 63 

o
C 68 

o
C 72 

o
C 

3 min 30 sec. 30 sec. 4 min 10 min 

1 cycle 30 cycles 1 cycle 

hly primer 

(Mladin et al., 2009) 

Initial 

denaturation 
Denaturation Annealing Extension 

Final 

extension 

94 
o
C 94 

o
C 55 

o
C 72 

o
C 72 

o
C 

4 min 30 sec. 30 sec. 1 min 5 min 

1 cycle 30 cycles 1 cycle 

cnf primer 

(Chapman et al., 2006; 

Adamus-bialek et al., 2009) 

Initial 

denaturation 
Denaturation Annealing Extension 

Final 

extension 

95 
o
C 94 

o
C 68 

o
C 68 

o
C 72 

o
C 

3 min 30 sec. 30 sec. 4 min 10 min 

1 cycle 25 cycles 1 cycle 

pai primer 

)Chapman et al., 2006; Oliveira 

et al., 2011( 

Initial 

denaturation 
Denaturation Annealing Extension 

Final 

extension 

94 
o
C 94 

o
C 63 

o
C 72 

o
C 72 

o
C 

1 min 1 min 30 sec. 1.30 min 5 min 

1 cycle 30 cycles 1 cycle 

 

2. RESULT AND DISCUSSION 

2.1. Identification of UPEC 

A total of 400 clinical urine samples were 

collected. Out of 400 urine samples, 141 samples 

(35.25%) were found positive for UPEC, that 

were recovered from various hospitals in Zakho 

city. Nearly similar findings have been reported 

by Muhammad and Ghareb, (2019) in Erbil City 

in which E.coli was responsible for 33.07% of 

uropathogenic infections. The E. coli was 

identified by the morphological and biochemical 

characterization on the culture media which have 

been able to ferment lactose on the MacConkey 

agar (Alexander and Strete, 2001; Engelkirk and 

Duben-Engelkirk, 2008). In addition, the isolated 

bacteria were confirmed to be E. coli strains by 

biochemical tests and the results showed: indole 

positive, methyl red positive, citrate utilization 

negative and in TSI test the sugar fermentation 

with acid accumulation in slant and butt, with gas 

production and without H2S production (Leboffe 

and Pierce, 2011; M et al., 2016).   

2.2. Antibiotics sensitivity test  

All 141 isolated UPEC were tested for their 

susceptibility toward 16 antibiotics discs. It was 

obvious from the results that not all the isolates 

were sensitive to all antibiotics while a wide range 

of them showed resistance to most of the testes 

antibiotics, as shown in Table 4.  

The most potent antimicrobial agent against 

E. coli was Imipenem with a resistance rate of 

only 2.84% and this antibiotic is considers as one 

of the β-lactam antibiotics of carbapenem agent. 

This finidng was close to study performed by 

Polse et al., (2016) who found that the sensitivity 
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rate toward Imipenem was 100%. Likewise, 

Abdulrahman et al., (2016) revealed that all 

isolates E. coli was sensitive  for Imipenem. It is 

known that carbapenems is stable against the 

enzymes ESBLs produced by Enterobacteriaceae 

and is preferred for treating serious bacterial 

infections caused by bacteria producing β-lactam 

(Rupp and Fey, 2003; Paterson, 2006). 

The isolated E. coli were considered as 

resistant to the most antibiotics, and the resistant 

rates varied according to the antibiotics used. The 

resistant rate was high toward penicillin group 

including; Amoxicillin, Amoxicillin/ clavulanic 

acid and Ampicillin with rates of 93.62%, 96.45% 

and 91.49%, respectively. As the resistant rates of 

these antibiotics are high, therefore, they are 

limited in use, but some of these agents remain 

useful for the treatment of certain patients, such as 

Amoxicillin or Ampicillin. These antibiotics 

remain the preferred therapy for group B 

streptococcal and enterococci infection (Nicolle, 

2005). The resistant rates of the third generation 

cephalosporins groups of β-lactam were high. This 

group includes; Cefixime, Ceftriaxone and 

Cefotaxime with resistant rates of 83.69%, 

87.23% and 87.23%, respectively. The resistance 

of the Enterobacteriaceae to the cephalosporins 

third-generation is often due to the β-lactamase 

production and the ESBLs that are able to 

hydrolyze and disrupt cephalosporins both broad-

spectrum and extended-spectrum (Rupp and Fey, 

2003; Shah et al., 2004). The resistant rates for 

Aminoglycoside agent including; Amikacin and 

Gentamicin with rates of 87.94% and 63.83%, 

respectively. Furthermore, the quinolones group 

including; Nalidixic acid, Ciprofloxacin and 

Norfloxacin with resistant rates of 79.43%, 

49.65% and 43.97%, respectively. The  resistance 

rates of Trimethoprim and Trimethoprim/ 
sulfamethoxazole were 61.70% and 63.12%, 

respectively. Aminoglycosides, quinolones and 

trimethoprim-sulfamethoxazole are generally not 

an eligible therapeutic choice for serious 

infections caused by Enterobacteriaceae 

producing ESBL enzymes because of ESBL 

producers are often resistant to those drugs 

(Lautenbach et al., 2002; Hyle et al., 2005). 

Moreover, multidrug resistance (MDR) is 

increasing among E. coli producing ESBL, in 

which E. coli is resistant to more than two class of 

antibiotic (Hyle et al., 2005). The resistance rates 

of the two other antibiotics used were found to be 

63.83% for Tetracycline and 66.67% for 

Chloramphenicol. 

Table 4: Antibiotic sensitivity pattern of UPEC isolates in 

UTI patients 

Antibiotics Disc 
Resistance Sensitivity 

No. % No. % 

Amoxicillin 132 93.62 9 6.38 

Amoxicillin/ 

clavulanic acid 
136 96.45 5 3.55 

Ampicillin 129 91.49 12 8.51 

Cefixime  118 83.69 23 16.31 

Ceftriaxone  123 87.23 18 12.77 

Cefotaxime  123 87.23 18 12.77 

Amikacin  124 87.94 17 12.06 

Gentamicin  90 63.83 51 36.17 

Nalidixic acid 112 79.43 29 20.57 

Norfloxacin  62 43.97 79 56.03 

Ciprofloxacin 70 49.65 71 50.35 

Trimethoprim  87 61.70 54 38.30 

Trimethoprim/ 

sulfamethoxazole  
89 63.12 52 36.88 

Imipenem  4 2.84 137 97.16 

Tetracycline  90 63.83 51 36.17 

Chloramphenicol 94 66.67 47 33.33 

Total No. Tested 141 E.coli bacteria 

The resistance of UPEC toward the 

antibiotics in the present study was similar to 

other studies performed in Kurdistan Region / Iraq 

and in other developing countries. For example, 

Merza and Jubrael, (2015) in Duhok, showed that 

the isolated UPEC displayed high resistance to 

Ampicillin 92.6%, Amoxicillin 90.6%, 

Amoxicillin/Clavulanic acid 90%, Tetracycline 

83.3%, Trimethoprim 77.3%, Trimethoprim/ 

sulfamethoxazole 73.3%, Nalidixic acid 78%, 

Cefixime 78%, Cefotaxime 78%, Ceftriaxone 

71.3%, Gentamicin 70.7%, Ciprofloxacin 52.6%, 

Norfloxacin 48.6%, Amikacin 46%, 

Chloramphenicol 30% and Imipenem was 4.6%. 

Likewise, another study in Kurdistan region 

reported that UPEC showed variable resistant 

rates to Ampicillin 85%, Ceftriaxone 65%, 

Ciprofloxacin 48%, Gentamicin 38%, Amoxicillin 

33% and all isolated E. coli were sensitive to both 

Imipenem and Amikacin antibiotics (Assafi et al., 

2015). Furthermore, Muhammad and Ghareb, 

(2019) in Erbil city found that the resistant rates of 

both Ceftriaxone and Ciprofloxacin were 

increased against isolates E. coli which were 

100%. On the other hand, a recent study in Egypt, 

Hegazy et al., (2018) showed high resistance rates 
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of UPEC to Ampicillin 100%, followed by 

Nalidixic acid 91.84%, Trimethoprim/ 

sulfamethoxazole 87.9%, Norfloxacin 82.65%, 

Amoxicillin/ clavulanic acid 81.3%, Ceftriaxone 

79.60%, Cefotaxime 74.49%, Gentamicin 

26.53%, Amikacin 22.45% and Imipenem 

20.41%.  

For many decades, Amoxicillin/clavulanate, 

Cephalexin, Fluoroquinolones (for example, 

Ciprofloxacin) or Trimethoprim/sulfamethoxazole       

have been used as first-line for the treatment for 

uncomplicated UTI (Totsika et al., 2012). 

However, E. coli are resistant to typical first-line 

agents has become substantial and these drugs can 

no longer be used in many parts of the world as 

empiric therapy (Gupta et al., 2011). Earlier, 

Ampicillin was reported to have no greater effect 

on pathogens in the urinary tract (Sahm et al., 

2001), and this is because of the continuous use of 

Ampicillin among UTIs patients for many years 

which led to the production of the resistant by UTI 

pathogens to Ampicillin (Hassan et al., 2011).  

It has been reported that the improper 

empiric antimicrobial treatment for nosocomial-

acquired or community-acquired infections, 

contributed to significantly higher mortality rates 

in the intensive care unit (ICU). Also, the 

insufficient antimicrobial therapy of the infection 

was the most significant independent determinant 

of hospitals mortality (Kollef et al., 1999). 

Another important mechanism that facilitates the 

increase in the resistance of antimicrobial agents 

to UTIs infections is the introduction and clonal 

expansion of competitive resistant strains of E. 

coli  in the community (Nordstrom et al., 2013). 

In all cases of UTIs, the patients were 

starting antimicrobial therapy before the 

laboratory results were available for urine culture 

(Dash et al., 2013). The misuse and self-

medication of the antimicrobial agent (where 

antibiotics could be purchased without any 

medical prescription) may be a major problem in 

many countries, including Iraq, and these led to a 

general rise of resistant of the bacteria to 

antibiotics (Sahm et al., 2001; Merza and Jubrael, 

2015). Furthermore, about 95% of UTI infections 

were treated without bacteriological investigations 

(Taghizadeh et al., 2013; Bari et al., 2017). There 

is a need to introduce strict strategies for 

dispensing antibiotics in the community in order 

to prevent the emergence of more resistant isolates 

of pathogenic bacteria. In addition, physician 

should depend more on laboratory guidance, and 

laboratories should provide resistance pattern data 

for optimum patient management more rapidly 

(Merza and Jubrael, 2015). Many reports 

suggested that the resistance of E. coli strains to 

commonly used antimicrobial agents has made the 

clinical management of UTI complicated by 

increasing incidence of their infections (Van De et 

al., 2008). Most of these studies agreed that there 

is a need to improve on infection control methods 

(Mukherjee et al., 2013). Genes encoding ESBLs 

are often found on the same plasmids as genes that 

encode resistance to aminoglycosides and 

sulfonamides, and many Enterobacteriaceae 

species have changes that give high-level 

resistance to quinolones (Paterson, 2006). 

2.3. PCR Analysis 

Out of 141 UPEC isolates, 57 isolated were 

selected for PCR amplification, and typical all E. 

coli were successfully amplified for specific-

species locus by producing a single band of a 

target uidA gene with molecular weight of 670 bps 

as shown in Figure 1.  

Therefore, the amplification of the uidA in 

the selected samples confirmed that all these 

strains were, in fact, E.coli. The result in this 

study was similar to the study performed by 

Merza et al., (2016) in Kurdistan region/Iraq for 

identification E.coli, they used the same uidA 

primer and produced 670 bp as molecular weight. 

However, this molecular weight is different from 

that obtained by Adamus-bialek et al., (2009) by 

using the same primer. This might be due to the 

fact that genes usually contain several repeats of 

the coding microsatellite (1-10 bp) and 

minisatellite (>10 bp), which are very dynamic 

components of genomes and are subcategories of 

tandem repeats (TRs) that make up genomic 

repetitive regions (Merza, 2013; Vieira et al., 

2016). Therefore, the recombination events within 

these TRs led to alter in the repetition numbers, 

which in turn change the sequences (Merza, 

2013). 
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Figure 1: The amplification of PCR for E.coli species identification: 

Using specific-species uidA primer with molecular weight 670bp for 57 UPEC isolated strains and the 

amplicons separation performed on 1.2% agarose gel electrophoresis for 1 hour. Lane M contained 

DNA molecular weight marker (1000-100bp). 

The selected E. coli that had uidA gene were 

subjected for the determination of the genes 

related to virulence and their distribution among 

UPEC patients in Zakho city, which includes; afa, 

sfa, hly, cnf and pai as shown in Figure 2. The 

most common virulence gene among UPEC 

isolates was afa which was detected in 28.07% 

(16/57) of the isolates. Following by hly that 

account for 26.32% (15/57). Whereas the 

prevalence of both cnf and pai genes displayed 

among 22.81% (13/57) of the isolates. The sfa 

gene was the lowest prevalence around 17.54% 

(10/57). According to this study, the prevalence of 

the virulence related genes among 57 UPEC 

isolates, it was found that only 35 (61.40%) of 

these isolated had one of these five virulence 

related genes. This rate was somewhat in 

agreement with the related published studies, for 

example, a total of 59.4% of UPEC isolates 

contained at least one of the virulence genes 

(Pourzare et al., 2017). Furthamore, the rates in 

this study are in agreement with other studies for 

most of the virulence genes, for example, a study 

in Duhok province, showed prevalence rates of 

virulence related genes that includes afa, cnf, hly 

and sfa among UPEC isolates at 32%, 28%, 24% 

and 16%, respectively, with the exception of the 

high prevalence rate (70%) of pai gene (Merza et 

al., 2016). In other studies such as,  Oliveira and 

coworkers, (2011) they also determined the 

virulence factors of the isolated UPEC in the 

Curitiba/ Brazil and their different prevalence 

rates as following; pai 32%, sfa 26%, cnf1 18%, 

afa 6% and hly 5%. Furthermore, Karimian et al., 

(2012) found that the presence of difference in the 

prevalence rates of the virulance genes in the 

isolated E. coli from urine as following; cnf1 

50.4%,  hlyA 50.4% and  afa 8.13%.                                                            

Figure (2): The PCR amplification of the five virulence gene using the five primer includes 

(afa, sfa, hly, cnf and pai) with different molecular weight. 

 Lane M contained DNA molecular weight marker (1000-100bp).  
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The reported differences in the prevalence 

of UPEC virulence genes might be due to 

geographical region or to the climatic conditions 

of each  region (Karimian et al., 2012; Firoozeh et 

al., 2014). Most likely, habits, public health, food, 

hospital's health and even sampling methods have 

significant rules for the spread of virulence genes 

of UPEC strains (Karimian et al., 2012). This 

study somewhat is giving alarming data regarding 

multidrug resistant with multiple virulence factors 

of UPEC spreading in our community. It is highly 

recommended to survey all UTIs patients for 

multidrug resistant isolates simultaneously 

specifying virulence factors, in addition, to limit 

the random prescription of antibiotics by general 

practitioners physician in our community. 

3. CONCLUSION 

The E.coli is the most common pathogen 

which causes UTI in human. Furthermore, this 

pathogen  have developed resistance to the most 

used antibiotics except Imipenem which was 

highly sensitive against the isolates of pathogenic 

E. coli. The use of uidA primer gave successful 

identification of uidA gene in the tested  E. coli  

isolates. It is worthwhile to mention that various 

virulence factors facilitate the spreading of 

bacteria in human urinary tract causing UTI.  
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Improvement of wheat quality and soil fertility by integrates chemical 

fertilizer with rhizobial bacteria 
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A B S T R A C T: 
A field experiment was carried out in Erbil city at Agricultural Research Center, during winter season 2017 - 2018, to 

study the effect of three levels (120, 240, 360 kg.ha
-1

) of NPK (20:20:20) fertilizer, five species of Rhizobial  inoculation (Control, 

Bradyrhizobium sp. (Vigna) (B1), Rhizobium leguminosarum bv. Viciae (B2). Bradyrhizobium Mungbean (B3), Mesorhizobium 

ciceri (B4) and Rhizobium leguminosarum bv phaseoli (B5)) and two wheat cultivar soft (Triticum aestivum L.)  Hawler2,and 

hard (Triticum durum L.) Seminto and their combination on leaf (Nitrogen, Phosphor, Potassium, Calcium and Iron)contents, soil 

nutrient (Total Nitrogen, available Phosphor, Potassium and Iron contents, leaf (Auxin IAA, Gibberellin GA and Cytokinin CK) 

contents, grain number.plot
-1

, weight of 1000 grain(g), grain yield kg.hac
-1

, biological yield kg.hac
-1

 and harvest index% by 

utilizing complete randomized block design (CRBD) with three replication. Rhizobial inoculation individually increased 

significantly all tested parameters of growth. Generally, Seminto significantly surpassed Hawler2 in most traits under study. 

Interaction between of chemical fertilizer with rhizobial bacteria was more evident than that of chemical fertilizer alone for all 

mentioned traits. The combination of chemical fertilizer, rhizobial bacteria and wheat cultivars had a synergistic effect and 

improved leaf (N,P,K,Ca and Fe) contents, fertility of soil, phytohormone concentration in leaves and yield components. The 

finding indicated that the combination between the lower levels of NPK fertilizer with Rhizobium leguminosarum bv phaseoli 

inoculation for Triticum aestivum increased grain yield by 114.39% over the control. We recommend using rhizobial bacteria in 

combination with lower levels of NPK to reduce chemical fertilizer dose and improving yield production and soil fertility because 

combination between mentioned factors gave the highest values of most traits under study. 
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1.INTRODUCTION  

 

Nutritional value of Triticum sp. is extremely 

important as it takes a significant              

place among the few crop species that are extensiv

ely grown as staple food sources, its grain can be 

ground into flour, semolina, etc., which constitute 

the fundamental 

components of bread and other bakery products, a

s well as pastas, and is thus the major source of nu

trients for the majority of the world's population 

(Šramková et al., 2009). 

 

 

 

 

 

It is common food that contributes more calories 

and proteins to the world diet than any other 

cereal crop (Biesaga-Kościelniak et al., 2014). 

Improving yield is satisfied by either increasing 

the area under cultivation or improving the yield 

per unit area; 

the first option is very limited and has helped to in

crease the yield per unit area (Moradi et al., 

2015).The UN predicts that the world population 

will grow over the next decades. For this reason, 

the world needs to increase crop yields through 

better use of water and fertilizer in order to 

guarantee food security and environmental 

protection (Foulkes et al., 2010). The total 

biomass is a result of the integration of metabolic 

reaction in the plants. Consequently, any factor 
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influencing the metabolic activity of the plant at 

any period of its growth can affect the yield. 

Metabolic processes in wheat plants are greatly 

governed by both internal i.e. genetic makeup of 

the plant and external conditions which namely 

climatic and edaphically environmental factors. 

Thus, increasing wheat production per unit area 

can be achieved by breeding and cultivating the 

promising wheat cultivars and applying the 

optimum cultural practices such as suitable 

fertilizer(Zaki et al., 2012). 

     Nutrients availability is the most limiting factor 

for crop growth. Nutrients removal from the field, 

besides their uptake by crops, was also caused by 

wind and water erosion, leaching to deeper soil 

layers and for nitrogen by ammonia volatilization 

and denitrification. Consequently, to avoid crop 

yield reduction, replenishment of nutrients 

through chemical and natural fertilizers is 

necessary. The excessive uses of mineral 

fertilizers have generated several environmental 

problems: potential pollution to soil, water and air 

(Stajković-Srbinović et al., 2014). One potential 

way to decrease negative environmental impacts 

resulting from continued use of chemical 

fertilizers is inoculation with plant growth-

promoting rhizobacteria (PGPR). These bacteria 

exert beneficial Effect on plant growth and 

development, and many different genera have 

been commercialized for use in 

agriculture(Adesemoye and Kloepper, 2009). 

Plant growth promoting rhizobacteria (PGPR) is 

free-living bacterial group colonizing the 

rhizosphere and exert a positive effect on plant 

health and fertility of soil (Zahir et al., 2010). 

Improving yield of wheat plants by interactive 

influence of chemical, organic fertilizer and 

biofertilizer is a promising purpose in wheat 

production for lowering high doses of inorganic 

fertilizer also, get more clean yield with low 

undesirable high doses of heavy metals and other 

pollutants(Jala-Abadi et al., 2012). Rhizobium is 

an important symbiotic for legumes but it plays an 

important role with non-legumes by producing 

growth hormones. The first important step for 

producing growth hormone is root colonization of 

beneficial bacteria with plants(Akhtar et al., 

2013). This experiment was planned to determine 

the best levels of NPK to be integrated with 

rhizobial bacteria for obtaining more economical, 

environment friendly and wheat production 

improvement. 

 

2.MATERIALS AND METHODS 

2.1 Describing of experiment: The experiment 

was performed under field condition at 

Agricultural Research Center in Erbil, during 

winter season 2017 - 2018. The experimental 

plants used in this investigation were soft wheat 

(Triticum aestivum L.) cultivar Hawler2 and hard 

wheat (Triticum durum Desf.) cultivar Seminto 

obtained from the Agricultural Research Center in 

Erbil. Some chemical and physical properties of 

the soil before treatments are shown in Table (1).  

 

 

Table 1 some physical and chemical properties of soil 

Physical properties Value 

 

Particle size distribution (%) 

Sand 18.1 

Silt 43.6 

Clay 38.3 

Soil texture Silty Clay loam 

Chemical properties Value 

pH 7.8 

Electrical Conductivity (dS.m
-1

) 0.5 

Total nitrogen mg.g
-1 

0.51 

Available Phosphorous mg.kg
-1 

4.34 

Available Potassium mg.kg
-1 

293.70 

Available Iron ppm 1.63 

 

 

2.2 Treatment and experimental design: The 

experiment was comprised of six levels of 

rhizobial inoculums (Control, Bradyrhizobium sp. 

(Vigna), Rhizobium leguminosarum bv. viciae, 

Bradyrhizobium Mungbean, Mesorhizobium ciceri 
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and Rhizobium leguminosarum bv phaseoli) and 

three levels of NPK (20:20:20) fertilizers (120, 

240 and 360) kg.ha
-1

. Fifty grains were planting in 

each plot. Thirty six treatments were tested in 

randomized block design with three replications. 

The comparisons between means were made using 

Tukey’s’s test at significant level of 5% for field 

experiment parameters and 1% for laboratory 

parameters. SPSS version 16 was used for data 

analysis. 

 

2.3 Isolation of Rhizobial sp.: Five strains of 

rhizobia were isolated from the root nodules of 

(Vigna unguiculata), (Vicia faba), (Vigna radiata 

L.), (Cicer arietinum L) and (Phaseoulus 

vulgasrous), respectively which were growing for 

2-3 months under field conditions at a different 

area of Erbil city. With some non-

rhizospheric soil, host plants were uprooted from t

he field and carried to the laboratory in polythene 

containers. Then estimated according to 

(Mehboob et al., 2011). 

 

2.4 Preparation of inoculums: Preparation of 

inoculum was performed by (Mehboob, 2010). 

 

2.5 Experimental parameters:  

1- Biochemical contents: dried leaves were 

grinded by an electrical grinder for each replicate 

of the experiment; 0.3g of ground samples were 

digested, then total nitrogen determined by 

Kjeldahl method, total phosphorus and available 

phosphorus estimated using spectrophotometer 

method, total calcium, available calcium, total 

iron and available iron estimated by atomic 

absorption method, Total potassium and available 

potassium determined, using Flame –photometer 

method as described by(Ryan et al., 2001) . The 

total protein was calculated by multiplying the 

value of total nitrogen by (5.75) (Dalaly and Al-

Hakim, 1987). And total soluble carbohydrate was 

determined by the Anthron methods(Sadasivam, 

1996). 

2- Determination of plant hormones: 

Endogenous hormones, namely auxins (IAA), 

gibberellic acid (GA) and cytokinins (CK) were 

extracted according to(Jogi et al., 2017), then 

plant hormones determined by HPLC. The 

endogenous concentration of (IAA, GA and CK) 

in samples was calculated from the spectra 

obtained using the following equation:

 

                    (   )  
                                        

                 
 
                

                
     

 

 

3- Yield components: At harvest; number of 

grains.plant
-1

, weight of 1000 grains (g), grain 

yield (kg.hac.
-1

), biological yield (kg.hac.
-1

),  

 

 

Harvest index(HI%) and increase grain yield (%) 

were estimated. Improving grain yield was 

estimated as described by (Ye et al., 2005) 

 

                      
(                                                    )

                      
    

3.RESULTS 

3.1 Nutrient content of leaves and soil 

     Table (2) showed progressive increases of leaf 

nutrient contents in response to different species 

of rhizobial bacteria. The highest value of total 

nitrogen (20395.33mg.kg
-1

) and protein 

(117.27mg.g
-1

) were recorded with B3 treatments, 

while maximum phosphorus (3902.50mg.kg
-1

) 

content was recorded by using B5 treatment.  
Otherwise, the highest value of potassium 

(9555.00mg.kg
-1

) and iron content (376.67mg.kg
- 

 

 

1
) were obtained by B2 treatments. In contrast, the 

same treatments did not affect calcium and 

carbohydrate contents. The same table indicated  

 

 

that the highest value of soil total N (1.62g.kg
-1

) 

and available K (462.41mg.kg
-1

) was recorded by 

using B1 and B2 respectively. While B3 treatment 

gave highest available (P: 10.31mg.kg
-1

 and Fe: 

4.25mg.kg
-1

). 

     Data presented in table (3) shows that 

carbohydrate content of leaves significantly 

increased by different levels of NPK fertilizer and 
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significant difference was observed on protein, 

nitrogen and phosphorus contents of leaves. The 

greatest value of N, P, K, protein and 

carbohydrate content were obtained by adding 

240kg.ha
-1

, while calcium and iron content were 

obtained by adding NPK1. Also table (3) detected 

that the greatest value of total N (1.52g.kg
-1

), 

available P (9.25mg.kg
-1

), available K 

(434.51mg.kg
-1

) and available Fe (3.94mg.kg
-1

) 

was gained by adding 240kg.ha
-1

 NPK. 

     Data in table (4) indicated that Seminto 

significantly exceeded Hawler2 in all leaf 

composition contents under study except 

potassium and iron, which not affected by wheat 

cultivars. Data present in same table clearly 

showed that, wheat cultivars did not cause any 

significant effect on soil nutrient status. 

     Table (5) revealed that, the interaction among 

different wheat of rhizobial bacteria with different 

levels of NPK affected significantly some leaf 

nutrient contents for both wheat cultivars under 

study while affected non-significantly on 

potassium, calcium and carbohydrate leaf 

contents. The highest value of nitrogen 

(28253mg.kg
-1

), phosphorus (5160mg.kg
-1

) and 

protein content (162.45mg.g
-1

) were achieved by 

combining (B3 with 120kg.ha
-1

 NPK of Triticum 

durum), while greatest value of iron content 

(505.00mg.kg
-1

) was recorded by integrating (B2 

with 120kg.ha
-1

 NPK of Triticum durum).  Data 

present in same table shows that, combination 

between chemical fertilizers with rhizobial 

bacteria for both wheat cultivars significantly 

increased soil total nitrogen and available 

phosphorus. The highest value of total N 

(1.86g.kg
-1

) was recorded by both (B1NPK1) and 

(B3NPK2) of Triticum durum respectively. While, 

the maximum value of available phosphorus 

concentration: 13.29mg.kg
-1

 was recorded by both 

(B3NPK1 of Triticum aestivum) and (B3NPK1 of 

Triticum durum) respectively. In contrast, 

avaialable (K and Fe) contents of soil did not 

affected by combining mentioned factors. 

 

3.2 Plant hormone contents 

     Figure (1) revealed that rhizobium inoculation 

individually enhanced the phytohormone content 

of leaves significantly. The maximum value of 

CK: 21.42ppm, IAA: 29.00ppm and GA: 

159.56ppm was obtained by B5 inoculation. On 

the other hand, figure (2) showed that the treated 

plants with NPK fertilizers had a significant effect 

on leaf phytohormone contents. The greatest value 

of CK: 20.56ppm, IAA: 23.77ppm and GA: 

99.24ppm was achieved by applying 240kg.ha
-1

 of 

NPK. Data in figure (3) demonstrated that 

Seminto significantly surpassed Hawler2 in CK 

and IAA content of leaves, except GA content, 

where, Hawler2 overcame Seminto in this 

character. 

          Results given in table (6) generally clear 

that all phytohormones under this study were 

significantly affected by combination between 

wheat cultivars, chemical fertilizers and rhizobial 

bacteria. The maximum value of CK (31.45ppm) 

and IAA (69.49ppm) was obtained by using (B1 

with 240kg.ha
-1

 NPK of Triticum durum) and (B5 

with 120kg.ha
-1

 NPK of Triticum durum) 

respectively. However, the maximum value of GA 

(292.65ppm) was recorded by using (B5 with 

120kg.ha
-1

 NPK of Triticum aestivum). 

 
 

Table 2 Effect of different species of rhizobial bacteria on leaf composition contents and soil nutrient 

status at harvesting 

Rhizobial 

species 

Plant leaf Soil 

Prote

in 

mg.g
-

1
 

Carbohydr

ate mg.g
-1

 

N 

mg.kg
-

1
 

P  

mg.kg
-1

 

K 

mg.kg
-1

 

Ca 

mg.kg
-

1
 

Fe 

mg.k

g
-1

 

Tot

al 

(N) 

mg.

g
-1

 

Avai. 

(P)mg.

kg
-1

 

Anai 

(K) 

mg.k

g
-1

 

Avai 

(Fe) 

mg.k

g
-1

 

Control 79.75 202.55 13869.

83 

2284.

17 

8065.

83 

8675.8

3 

263.

33 

0.86 4.31 312.

88 

1.76 

B1 114.0

0 

220.75 19825.

83 

3397.

50 

9172.

50 

10121.

67 

348.

33 

1.62 7.70 402.

20 

3.65 

B2 108.6 220.78 18889. 3408. 9555. 10417. 376. 1.44 7.87 462. 3.90 
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1 33 33 00 50 67 41 

B3 117.2

7 

225.57 20395.

33 

3632.

50 

8944.

17 

9764.1

7 

339.

17 

1.40 10.31 390.

90 

4.25 

B4 115.4

4 

228.11 20076.

00 

3378.

33 

9085.

83 

10368.

33 

363.

33 

1.36 8.90 425.

79 

3.47 

B5 111.4

3 

247.09 19380.

17 

3902.

50 

9248.

33 

9980.8

3 

368.

33 

1.26 8.36 440.

12 

3.80 

Tukey’s0.

01 

18.45 n.s. 3208.7

4 

628.1

9 

1194.

38 

n.s. 49.9

9 

0.34 2.29 74.5

0 

1.17 

B1: Bradyrhizobium sp. (Vigna), B2: Rhizobium leguminosarum bv. viciae, B3: Bradyrhizobium Mungbean, 

B4: Mesorhizobium ciceri andB5:  Rhizobium leguminosarum bv phaseoli 

 

 

 

Table 3 Effect of different levels of chemical fertilizer on leaf composition contents and soil nutrient 

status at harvesting 

Chemical 

fertilizer 

kg.ha
-1

 

Plant leaf Soil 

Prote

in 

mg.g
-

1
 

Carbohydr

ate mg.g
-1

 

N 

mg.kg
-

1
 

P  

mg.kg
-1

 

K 

mg.kg
-1

 

Ca 

mg.kg
-

1
 

Fe 

mg.k

g
-1 

Tot

al 

(N) 

mg.

g
-1

 

Avai. 

(P)mg.

kg
-1 

Anai 

(K) 

mg.k

g
-1 

Avai 

(Fe) 

mg.k

g
-1 

NPK1 114.4

2 

235.95 19898.

58 

3545.

42 

9186.

25 

11172.

92 

375.

42 

1.21 8.08 406.

14 

3.59 

NPK2 116.5

2 

238.00 20265.

25 

3750.

83 

9290.

83 

9627.5

0 

332.

08 

1.52 9.25 434.

51 

3.94 

NPK3 92.31 198.47 16054.

42 

2705.

42 

8558.

75 

8863.7

5 

322.

08 

1.24 6.39 376.

50 

2.88 

Tukey’s0.

01 

11.12 38.99 1933.1

3 

378.4

6 

719.5

6 

1726.0

5 

30.1

2 

0.20 1.38 44.8

8 

0.71 

NPK1= 120kg.ha
-1

, NPK2= 240kg.ha
-1

, NPK3= 360kg.ha
-1

 

 

Table 4 Effect of wheat cultivars on leaf composition contents and soil nutrient status at harvesting 

 

 

Wheat 

cultivars 

Plant leaf Soil 

Prote

in 

mg.g
-

1
 

Carbohydr

ate mg.g
-1

 

N 

mg.kg
-

1
 

P  

mg.kg
-1

 

K 

mg.kg
-1

 

Ca 

mg.kg
-

1
 

Fe 

mg.k

g
-1 

Tot

al 

(N) 

mg.

g
-1

 

Avai. 

(P)mg.

kg
-1 

Anai 

(K) 

mg.k

g
-1 

Avai 

(Fe) 

mg.k

g
-1 

Hawle2 97.03 188.28 16874.

89 

3125.

28 

8910.

83 

9529.4

4 

350.

56 

1.29 7.68 403.

30 

3.51 

Seminto 118.4

7 

260.00 20603.

94 

3542.

50 

9113.

06 

10246.

67 

335.

83 

1.36 8.14 408.

14 

3.43 

Tukey’s0.

01 

7.94 27.85 1380.5

55 

270.2

8 

n.s. n.s. n.s. n.s. n.s. n.s. n.s. 
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Table 5 Interaction effect of wheat cultivars, chemical fertilizer and rhizobial bacteria on leaf 

composition contents and soil nutrient status at harvesting 

Wheat 

cultivar

s 

Chemi

cal 

fertiliz

er 

kg.ha
-1

 

Rhiz

obial 

speci

es 

Plant leaf Soil 

Prot

ein 

mg.

g
-1

 

Carb

ohyd

rate 

mg.g
-1

 

N 

mg.kg
-

1
 

P 

mg.k

g
-1

 

K 

mg.

kg
-1

 

Ca 

mg.k

g
-1

 

Fe 

mg.k

g
-1 

To

tal 

(N

) 

mg

.g
-1 

Ava

i.(P

)mg

.kg
-

1 

Anai(

K) 

mg.k

g
-1 

Ava

i(Fe

) 

mg.

kg
-1 

 

 

 

 

 

 

Hawler

2 

 

 

 

 

 

 

 

 

 

 

 

 

 

NPK1 

 

 

 

Cont

rol 

72.4

9 

151.

81 
12608 2485 

778

5 
8185 230 

0.7

1 

4.0

4 

301.0

7 

1.57 

B1 109.

24 

184.

73 
18998 3460 

964

0 

1342

5 
415 

1.5

9 

5.7

2 

406.5

3 

3.73 

B2 99.4

8 

198.

66 
17300 3280 

991

0 
9410 400 

1.2 7.1

6 

529.6

1 

3.68 

B3 120.

76 

225.

38 
21003 3295 

902

0 
9910 395 

1.4 13.

29 

341.1

8 

5.11 

B4 119.

34 

201.

87 
20755 3450 

904

5 

1212

5 
415 

1.2

2 

7.2

8 

413.3

5 

3.9 

B5 99.0

7 

205.

36 
17230 4070 

905

0 

1056

0 
390 

1.0

5 

7.7

3 

413.3

3 

3.54 

 

 

 

NPK2 

 

 

Cont

rol 

82.4

3 

172.

9 
14335 2900 

782

0 
9080 265 

0.9

3 

4.4

7 

324.8

5 

1.98 

B1 114.

09 

219.

11 
19843 3255 

968

0 
9090 340 

1.4

7 

10.

16 

415.9

5 

4.84 

B2 107.

19 

178.

68 
18643 3835 

969

5 
9380 375 

1.4

9 

9.7

5 

425.7

4 

4.78 

B3 113.

58 

183.

92 
19753 3435 

907

5 
9770 300 

1.5 8.8

1 

491.1

7 

4.72 

B4 115.

72 

212.

78 
20125 3375 

915

0 

1037

0 
340 

1.7

5 

9.6

7 

436.7

8 

3.29 

B5 101.

42 

198.

64 
17638 3630 

968

0 
8450 400 

1.4

6 

12.

34 

502.8

6 

4.79 

 

 

NPK3 

 

 

 

Cont

rol 

74.5

1 

169.

13 
12958 2490 

802

0 
8295 315 

0.9

2 

4.1

6 

368.7

4 

2.01 

B1 91.2

4 

177.

19 
15868 3120 

820

0 
8870 375 

1.5

2 

5.8 332.6

3 

2.89 

B2 76.8

3 

178.

4 
13363 2420 

845

5 
8570 320 

1.5

5 

6.8

4 

407.7

2 

3.13 

B3 78.6

0 

169.

58 
13670 2415 

870

0 
8410 330 

1.1

1 

6.9

4 

324.4

7 

2.9 

B4 85.3

0 

178.

82 
14835 2935 

874

5 
9010 325 

1.1

1 

7.0

1 

418.2

8 

3.11 

B5 85.2

3 

182.

06 
14823 2405 

872

5 
8620 380 

1.1

7 

7.0

4 

405.0

8 

3.18 

 

 

 

 

 

 

 

NPK1 

 

 

Cont

rol 

73.2

8 

194.

93 
12745 1680 

810

5 
9145 225 

0.7

6 

3.7

9 

297.1

1 

1.93 

B1 120.

75 

261.

75 
21000 3455 

946

5 

1147

5 
360 

1.8

6 

7.5

6 

420.0

4 

3.5 

B2 140. 261. 24450 3660 104 1576 505 1.2 7.8 513.8 3.94 
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Seminto 

 

 

 

 

 

 

 

 59 15 15 5 2 9 9 

B3 162.

45 

263.

52 
28253 5160 

927

0 

1097

0 
380 

1.2

7 

13.

29 

391.1

1 

4.94 

B4 120.

10 

255.

71 
20888 3505 

911

0 

1069

5 
430 

1.1

7 

11.

67 

429.2

7 

3.81 

B5 135.

43 

426.

54 
23553 5045 

942

0 

1241

0 
360 

1.0

6 

7.5

4 

417.1

8 

3.39 

 

 

NPK2 

 

 

 

Cont

rol 

82.2

0 

274.

59 
14295 1815 

830

0 
9350 285 

0.9

1 

4.2

2 

279.6

7 

1.52 

B1 141.

18 

271.

32 
24553 4665 

912

5 
9435 320 

1.6

4 

11.

06 

469.6

7 

4.02 

B2 136.

07 

293.

57 
23665 4365 

989

0 
9880 335 

1.6

5 

9.1

3 

480.1

1 

4.78 

B3 120.

26 

275.

25 
20915 4695 

958

0 
9995 335 

1.8

6 

12.

9 

436.3

9 

4.55 

B4 137.

47 

293 
23908 4355 

970

5 

1093

5 
330 

1.7

2 

10.

51 

441.5

6 

3.45 

B5 146.

68 

282.

25 
25510 4685 

979

0 
9795 360 

1.8

4 

8.0

1 

509.3

1 

4.61 

 

 

NPK3 

 

 

 

Cont

rol 

93.6

0 

251.

91 
16278 2335 

836

5 
8000 260 

0.9

5 

5.1

9 

305.8

3 

1.53 

B1 107.

48 

210.

42 
18693 2430 

892

5 
8435 280 

1.6

5 

5.9

2 

368.3

8 

2.89 

B2 91.5

1 

214.

21 
15915 2890 

896

5 
9500 325 

1.5

5 

6.4

2 

417.3

9 

3.09 

B3 107.

97 

235.

74 
18778 2795 

802

0 
9530 295 

1.2

3 

6.6

3 

361.0

8 

3.28 

B4 114.

68 

226.

48 
19945 2650 

876

0 
9075 340 

1.1

6 

7.2

7 

415.5 3.23 

B5 100.

78 

187.

66 
17527 3580 

882

5 

1005

0 
320 

0.9

8 

7.4

9 

392.9

5 

3.26 

Tukey’s0.01 59.5

9 

n.s. 10362.

61 

2028

.73 

n.s. n.s. 161.

44 

1.1

0 

7.4

0 

n.s. n.s. 

B1: Bradyrhizobium sp. (Vigna), B2: Rhizobium leguminosarum bv. viciae, B3: Bradyrhizobium Mungbean, 

B4: Mesorhizobium ciceri andB5:  Rhizobium leguminosarum bv phaseoli., NPK1= 120kg.hac
-1

, NPK2= 

240kg.hac
-1

, NPK3= 360kg.hac
-1

 

 

Table 6 Interaction effect of wheat cultivars, chemical fertilizer and rhizobial bacteria on leaf 

phytohormone 

Wheat cultivars Chemical fertilizer kg.ha
-1

 Rhizobial species CK (ppm) IAA (ppm) GA (ppm) 

 

 

Hawler2 

 

 

 

 

 

 

 

 

NPK1 

 

 

 

Control 6.22 4.37 12.49 
B1 12.73 13.17 51.87 
B2 8.11 11.03 45.83 
B3 11.72 12.14 159.05 
B4 8.97 11.84 66.19 
B5 20.12 17.42 292.65 

 

 

 

Control 6.35 4.54 12.95 
B1 7.56 14.70 56.19 
B2 10.89 12.77 102.17 



Saber. T.and. Khursheed.M  /ZJPAS: 2020, 32 (2): 178-191 
 185 

 

ZANCO Journal of Pure and Applied Sciences 2020 

 

    

    

  

 

 

 

 

 

 

NPK2 

 

 

B3 15.56 12.64 197.78 
B4 16.61 13.60 51.02 
B5 18.78 13.19 210.68 

 

 

NPK3 

 

 

 

Control 7.15 5.13 14.08 
B1 6.82 11.44 26.56 
B2 6.79 10.88 28.85 
B3 6.99 9.06 33.30 
B4 9.40 9.00 39.15 
B5 9.11 6.99 41.17 

 

 

Seminto 

 

 

 

 

 

 

 

 

 

NPK1 

 

 

 

Control 19.14 7.93 14.33 
B1 28.82 25.87 56.68 
B2 29.73 25.19 52.37 
B3 28.20 38.53 53.31 
B4 28.69 40.00 112.83 
B5 30.08 69.49 180.17 

 

 

NPK2 

 

 

 

Control 21.06 8.60 17.05 
B1 31.45 58.57 44.74 
B2 30.06 33.77 181.98 
B3 29.64 29.82 53.51 
B4 30.59 28.53 70.44 
B5 28.17 54.53 192.39 

 

 

NPK3 

 

 

 

Control 21.13 10.22 15.11 
B1 23.07 23.42 42.77 
B2 23.84 20.56 44.02 
B3 27.74 25.87 46.43 
B4 27.98 22.92 42.40 
B5 22.25 12.35 40.30 

Tukey’s0.01 4.70 42.90 7.25 

B1: Bradyrhizobium sp. (Vigna), B2: Rhizobium leguminosarum bv. viciae, B3: Bradyrhizobium Mungbean, 

B4: Mesorhizobium ciceri andB5:  Rhizobium leguminosarum bv phaseoli., NPK1= 120kg.hac
-1

, NPK2= 

240kg.hac
-1

, NPK3= 360kg.hac
-1
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Figure (1):Effect of different species of rhizobial bacteria on leaf 
phytohormone contents 
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3.3 Yield components 
     Table (7) showed the positive influence of 

rhizobial inoculation on yield components, highest 

grain number was 3692.22.plot
-1

, grain yield: 

854.09kg.ha
-1

 and harvest index: 29.82% were 

recorded by B5 inoculation. The maximum weight 

of 1000 grain: 50.45g and biological yield: 

3009.17kg.ha
-1

 was recorded by using B1 and B2 

inoculation respectively. 

      Data presented in table (8) indicated that, 

application of different levels of NPK 

significantly improved yield components. The 

maximum weight of 1000 grain (48.44g) grain 

yield (806.47kg.ha
-1

) and biological yield 

(2984.45kg.ha
-1

) were recorded by applying 

240kg.ha
-1 

of NPK fertilizer. While, adding 

120kg.ha
-1

 of NPK produced significantly higher 

grain number (3517.22) and harvest index 

(27.88%) 

     Table (9) showed that the effect of wheat 

cultivars on yield components was significant. 

Seminto surpassed Hawler2 for weight of 1000 

grain, grain yield and biological yield, and 

opposite is true in case of grain number and 

harvest index. 

          Results given in table (10) showed that, 

interaction between wheat cultivars, chemical 

fertilizer and rhizobial bacteria significantly 

improved grain yield. As observed, application of 

(B5 with NPK2 in Triticum aestivum), (B1 with 

NPK2 in Triticum durum), (B5 with NPK1 in 

Triticum aestivum), (B4 with NPK1 in Triticum 

durum) and (B1 with NPK1 in Triticum aestivum) 

gave highest grain number 4746.67.plot
-1

, weight 

of 1000 grain: 68.64g, grain yield: 991.41kg.ha
-1

, 

biological yield: 3730.00kg.ha
-1

 and HI: 35.05% 

respectively. However figure (4) showed that 

NPK1 with B5 inoculation of Triticum aestivum 

enhanced grain yield by 114.39% over the control. 
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Figure (2): Effect of different levels of NPK fertilizers on leaf phytohormone 
contents 
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Figure (3):Effect of wheat cultivars on leaf phytohormone contents 
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Table 7 Effect of different species of rhizobial bacteria on yield components 

Rhizobial 

species 

Grain 

number.plot
-1 

Weight of 

1000grain( g) 

Grain yield 

kg.hac
-1 

Biological yield 

kg.hac
-1 

Harvest 

index% 

Control 2670.17 40.99 513.74 2231.39 23.39 
B1 3345.61 50.45 793.99 2836.39 28.34 
B2 3394.39 48.79 789.56 3009.17 26.22 
B3 3511.56 49.24 831.43 2973.39 28.03 
B4 3153.28 48.86 734.64 2850.00 26.27 
B5 3692.22 48.06 854.09 2889.17 29.82 

Tukey’s0.05 248.42 3.19 53.37 217.58 1.84 

B1: Bradyrhizobium sp. (Vigna), B2: Rhizobium leguminosarum bv. viciae, B3: Bradyrhizobium Mungbean, 

B4: Mesorhizobium ciceri andB5:  Rhizobium leguminosarum bv phaseoli 

 

Table 8 Effect of different levels of NPK on yield components 

Chemical 

fertilizer 

kg.ha
-1 

Grain 

number.plot
-

1 

Weight of 

1000grain( 

g) 

Grain 

yield 

kg.hac
-1 

Biological 

yield 

kg.hac
-1 

Harvest index% 

NPK1 3517.22 46.72 801.26 2904.17 27.88 
NPK2 3454.39 48.44 806.47 2984.45 27.03 
NPK3 2912.00 48.02 651.00 2506.14 26.12 

Tukey’s0.05 143.55 1.84 30.84 125.72 1.06 

NPK1= 120kg.hac
-1

, NPK2= 240kg.hac
-1

, NPK3= 360kg.hac
-1

 

 

Table 9 Effect of wheat cultivars on yield components 

Wheat 

cultivars 

Grain 

number.plot
-1 

Weight of 

1000grain( g) 

Grain yield 

kg.hac
-1 

Biological yield 

kg.hac
-1 

Harvest 

index% 

Hawler2 3891.35 36.63 719.44 2523.70 28.52 
Seminto 2697.72 58.83 786.37 3072.80 25.50 

Tukey’s0.05 97.62 1.25 20.97 85.50 0.72 
 

Table 10 Interaction effect of wheat cultivars, chemical fertilizer and rhizobial bacteria on yield 

components 

Wheat 

cultivars 

Chemical 

fertilizer kg.ha
-1

 

Rhizobial 

species 

Grain 

number.plot
-

1 

Weight of 

1000grain( 

g) 

Grain 

yield 

kg.hac
-1 

Biological 

yield 

kg.hac
-1 

Harvest 

index% 

 

 

 

 

 

 

Hawler2 

 

 

 

 

 

 

NPK1 

 

 

 

Control 3316.67 27.89 462.43 1745.00 26.50 

B1 3953.33 44.32 876.13 2500.00 35.05 

B2 4053.00 38.40 778.27 3216.67 24.19 

B3 4510.00 37.23 839.55 3033.33 27.68 

B4 3810.00 37.89 721.73 2216.67 32.56 

B5 4633.33 42.79 991.41 2911.67 34.05 

 

 

 

NPK2 

Control 3206.67 30.54 489.73 1898.33 25.80 

B1 4293.00 40.03 859.30 3045.00 28.22 

B2 4016.67 40.48 813.06 2955.00 27.51 

B3 4090.00 42.27 864.39 3093.33 27.94 
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B4 3720.00 36.91 686.53 2911.67 23.58 

B5 4746.67 37.22 883.46 2623.33 33.68 

 

 

NPK3 

 

 

 

Control 3210.00 30.09 482.98 1966.67 24.56 

B1 3673.33 36.47 669.75 2256.67 29.68 

B2 3886.67 32.08 623.36 2363.33 26.38 

B3 3640.00 37.01 673.65 2248.33 29.96 

B4 3661.67 35.33 646.76 2475.00 26.13 

B5 3623.33 32.43 587.46 1966.67 29.87 

 

 

 

 

 

 

 

 

 

 

Seminto 

 

 

 

 

 

 

 

 

 

NPK1 

 

 

 

Control 2196.00 47.91 526.08 2496.67 21.07 

B1 4007.33 48.83 978.35 3016.67 32.43 

B2 2997.00 56.06 840.00 3150.00 26.67 

B3 3136.67 56.42 884.87 3200.00 27.65 

B4 2460.00 62.23 765.43 3730.00 20.52 

B5 3133.33 60.69 950.81 3633.33 26.17 

 

 

NPK2 

 

 

 

Control 2175.00 55.62 604.88 2783.33 21.73 

B1 2120.00 68.64 727.56 3366.67 21.61 

B2 3293.00 59.71 983.23 3586.67 27.41 

B3 3295.00 57.45 946.49 3300.00 28.68 

B4 3033.33 59.55 903.18 3050.00 29.61 

B5 3463.33 52.89 915.82 3200.00 28.62 

 

 

NPK3 

 

 

 

Control 1916.67 53.88 516.36 2498.33 20.67 

B1 2026.67 64.43 652.86 2833.33 23.04 

B2 2120.00 65.98 699.44 2783.33 25.13 

B3 2397.67 65.03 779.62 2965.33 26.29 

B4 2234.67 61.23 684.20 2716.67 25.19 

B5 2553.33 62.31 795.55 3000.00 26.52 

Tukey’s0.05 837.77 10.76 179.98 733.74 6.20 

B1: Bradyrhizobium sp. (Vigna), B2: Rhizobium leguminosarum bv. viciae, B3: Bradyrhizobium Mungbean, 

B4: Mesorhizobium ciceri andB5:  Rhizobium leguminosarum bv phaseoli., NPK1= 120kg.hac
-1

, NPK2= 

240kg.hac
-1

, NPK3= 360kg.hac
-1
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Figure (4): interaction effect of wheat cultivars, chemical fertilizers and rhizobial bacteria on 

percentage increase of grain yield 
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Nutrient deficiency cause significant impact on 

agriculture, resulting in reduced crop yield or 

plant quality reduction (Morgan and Connolly, 

2013). (Kumar, 2015) suggested that, to overcome 

the problem of nutrient deficiency and to increase 

wheat yield, the farmers are applying chemical 

fertilizers. Chemical fertilizer has its benefits and 

disadvantages in terms of nutrient supply, quality 

of the soil and crop growth (Chen, 2006). 

Less or more plant population and insufficient cro

p nutrition are the primary factors responsible for l

ow yield (Khursheed and Mahammad, 2015). 

Chemical fertilizers improve crop yields by 

providing essential plant nutrients which are easily 

available to plants; however, their abuse can be 

harmful for the environment and their use implies 

increased production costs which reduce the 

economic viability of agricultural 

products(Kholssi et al., 2018). Application of 

biofertilizers became of great necessity to get a 

yield of high quality and to avoid the 

environmental pollution(Das et al., 2008). Plant 

growth promoting rhizobacteria are able to 

increase mineral and nitrogen availability in the 

soil as a way to augment growth(Saharan and 

Nehra, 2011). Increasing of leaf nutrient contents 

by rhizobial inoculation primarily related to the 

bacterial production of phytohormone, which 

caused changes in root morphology and 

physiology that resulted in increased nutrient and 

water uptake from the soil(Mia and Shamsuddin, 

2010). However, increasing of leaf nutrient 

contents may be due to the role of Rhizobial 

bacteria in an increasing the availability of 

insoluble phosphorus through phosphate-

solubilization (Data presented in table (5) 

supported this results) and siderophore production 

(which are compounds having low molecular 

weight and high affinity for iron) (Mehboob, 

2010). The positive effect of rhizobial bacteria on 

soil fertility may be due to the fact that soil 

microbes are active drivers of soil nutrient 

cycling, being associated with the decomposition 

of organic matter, and the transformation and 

cycling of nutrients, which help to maintain crop 

productivity and the physical and chemical quality 

of the soil(Anik et al., 2017). Increasing of  leaf 

phytohormone contents in wheat plants may be 

correlated to the role of rhizobial bacteria in 

biosynthesis of plant growth regulators, including 

auxins, gibberellins, cytokinins, and ABA . The 

microbial regulators modulate plant hormone 

levels in plant tissue, and they have been found to 

have effect that are similar to exogenous 

phytohormone application(Egamberdieva et al., 

2017), the results achieved in the figure (1) largely 

confirm the positive effect of rhizobial bacteria on 

plant hormones. Production of phytohormones by 

inoculation has been suggested as one of the most 

plausible mechanisms of action affecting plant 

growth. Soil microbes are potential sources of 

these phytohormones(Shakhawat, 2007).  

Enhancing yield components by using rhizobial 

bacteria may be because of one or more growth 

promoting mechanisms which may imply that the 

ability of rhizobia to produce different metabolites 

like organic acids, vitamins, enzymes and 

exopolysaccharides in the rhizosphere could be 

responsible for improve yield 

production(Mehboob et al., 2011). (Etesami et al., 

2009) revealed that inoculation of wheat with 

beneficial bacteria has the potential to increase the 

yield of wheat and improve the higher plant 

growth. (Adnan et al., 2014) suggested that 

rhizobial bacteria could be used as PGPR for 

wheat crop in prevailing soil and climatic 

conditions. This results partially agreed with those 

obtained by(Mohamed, 2000) concerning wheat 

plants. In general, the capacity of plant species 

and their genotypes to absorb and metabolize 

components differs genetically. 

1. CONCLUSION 

From the study, it might be concluded that the 

combination between the lower levels of NPK 

fertilizer with different species of rhizobial 

bacteria had positive effect on wheat production 

and soil fertility.  
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A B S T R A C T: 
    Bisphenol A (BPA) has been used in the plastic industry and widely distributed in the environment. Green tea extract has been 

known for its antioxidant activity. This study was designed to investigate the protective efficacy of green tea against brain amyloid 

aggregation which induced by BPA. Twenty male albino rats were exposed to BPA (500 mg/kg); green tea ethanolic extracts in 

two dose levels 150 and 300 mg/kg respectively plus BPA. After 60 days, malondialdehyde (MDA), superoxide dismutase (SOD)  

in the brain were measured besides body and brain weights. BPA exposed groups showed a significant reduction (P<0.05) in the 

final body weight, with a non-significant reduction in absolute brain weight. BPA was also increased oxidative stress in the brain 

of the treated rats besides histological changes with amyloid deposition in the brain detected by congo red staining technique. 

Treatment with green tea ethanol extracts were protected animal brains against adverse effects caused by BPA and reduced 

oxidative stress in a dose-dependent manner. that may be related to enriched ingredients that  have been found in the extract. 
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1.INTRODUCTION  

 

Bisphenol A (BPA) is one of the widely 

spread Contaminants that used in the 

manufacturing of polycarbonate plastic 

(Hernandez-Rodriguez et al., 2007). It brought 

extensive attention regarding the different ways of 

human exposure; orally by leaching from plastic 

containers or plastic lining of cans containing 

food, or by inhalation through incorporation by 

dust (Hugh S. Taylor, 2008).  

 

  

 

Studies revealed that BPA causes adverse  

 

 

 

Studies revealed that BPA causes adverse 

effects on the brain, reproductive system (Lang et 

al., 2008), and liver (Nakagawa and Tayama, 

2000). BPA also brought considerable attention 

due to its estrogenic activity (Zuo and Zhu, 2014). 

Amyloid beta(Aβ), toxic protein 

accumulation in the central nervous system 

(CNS), has been correlated with certain 

neurodegenerative diseases like Alzheimer's 

disease (Prasansuklab and Tencomnao, 2013). A 

previous study indicated that BPA has a direct 

connection to the accumulation of amyloid 

polypeptide in the human pancreatic islets which 

lead to the death of the insulin- producing cell and 

finally leads subsequently to type 2 Diabetes 

Mellitus (Gong et al., 2013). Later BPA was 
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found to disturb insulin signaling pathways and 

increases amyloid precursor protein in the brain 

cortex of mice offspring (Fang et al., 2016a). BPA 

considered as one of the risk factors contaminates 

that accelerate the appearance of Alzheimer’s 

dementia in addition to other factors like fluoride 

and aluminum (Mendelson, 2009). 

Green tea is a favorite beverage which first 

discovered and spread from China to the world, 

green tea is a less processed type of tea (Camellia 

sinensis) without fermentation, this type of tea 

contain a pharmaceutical valued ingredients 

contents like flavonoids, Catechins, tannin, amino 

acids, and vitamin C (Katiyar and Elmets, 2001, 

Elżbieta SIKORA,    2011). Catechins belong to 

the phenolic acid components of green tea, which 

composed of eight types and epigallocatechin- 3-

gallate (EGCG) represents the most abundant 

catechin in the green tea (Lu and Chen, 2008). 

 Recently green tea has been considered as 

a new therapeutic approach in the treatment of 

several diseases like Parkinson disease as it 

contains a very important phenols 

Epigallocatechin-3-gallate (Jurado-Coronel et al., 

2016).  It also used in the treatment of cancer, 

high blood pressure, and inflammation 

(Riegsecker et al., 2013), With the treatment of 

dyslipidemia in the blood of overweight and obese 

people (Yuan et al., 2018).  

     This study is an attempt to illustrate the role of 

BPA in the deposition of amyloid protein in the 

brain. which may be in charge of accelerate aging 

processes in the brain and also to investigate the 

ameliorative effect of green tea extract on the 

adverse effects of BPA as green tea was known to 

contain unique ingredients of medical importance. 

 

2.MATERIAL AND METHODS 

  

            Green tea (China) ethanol extract was 

prepared according to the way that was used by 

Hernandez-Perez et al., (1994). 100 g of dried 

plant powder was mixed with 1000 ml of ethanol 

(95%). Put in a horizontal shaker for 24 hours, 

then was separated by filter paper, and then was 

centrifuged for 3000 g. Crude extract was 

obtained by filtration followed by evaporation of 

the solvent in a rotatory evaporator in 40ºC under 

low pressure. The extraction was kept in 8ºC till 

usage and re-suspended with distilled water to 

prepare the stock solution.  

      This study was carried out on 20 Wistar male 

albino rats weighing between (180-200) g 

obtained from the college of veterinary medicine 

in Baghdad/Iraq. All animals were housed in 

polypropylene cages with mesh wire tops in a 

well-ventilated room and provided with balanced 

ration and clean water ad libitum, with 12:12 light 

/dark photoperiod at 22±4ºC. Rats were divided 

into four equal groups (5 animals each). First 

group was treated with500mg/kg BPA (Solar bio 

company, Beijing, China) melted in corn oil; the 

second group treated with a mixture of BPA (500 

mg/kg) plus green tea extract 150 mg/kg; third 

group was treated with BPA plus green tea extract 

300mg/kg; the fourth group represents the control 

group treated with corn oil only. Animal dosing 

was orally for 60 days. Treatment with green tea 

extract was conducted after one hour of BPA 

dosage. 

          At the end of the experiment, animals were 

fasted overnight and weighed then anesthetized by 

ketamine and xylazine. During dissection, brains 

of the treated rats were removed, and half of the 

brain was washed with cold saline. Dried and then 

weighed and kept in -80ºC until the preparation of 

tissue homogenate to measure malondialdehyde 

(MDA), and superoxide dismutase (SOD). 

For the preparation of Brain tissue homogenate, 

0.1 gm. of the brain was mixed with 1 ml of 

extraction solution accompanied by the 

commercial kits (solar bio co., Beijing, China) 

used for the measurement of SOD and MDA. 

Then the tissue was homogenized or fully ground 

by Dounce homogenizer in ice by 8000 rpm 4ºC 

and centrifuged for 10 min. The supernatant was 

used for the test.   

      Another part of the brain was fixed in 10% 

neutral buffered formalin. Paraffinized brain tissue 

blocks were processed and cut by a microtome at 

5 µm thickness, then deparaffinized, and 

counterstained by hematoxylin and eosin (H&E) 

to study histological changes.  

       Modified Higman's Congo red was used for 

the detection of amyloid plaques in the brain 

tissue. (BANCROFT et al., 1990). Histological 

sections 5μm thicknesses were deparaffinized by 

xylene then rehydrated by ethanol, washed by 

distilled water (D.W.) for 1 minute. Stained with 

Congo red solution for 20 minutes, differentiate 

quickly to alkaline alcohol for 5 to 10 dips, then 

rinsed for 1 minute in tap water, counterstained 
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with Gill hematoxylin for 30 seconds. Washed for 

2 minutes by running water then dehydrated by 

ascending serial of alcohol (95% twice,100%) 

each change for 3 minutes, cleared with xylene 

(twice each change for 3 minutes) then mounted 

with Canada balsam and covered. Finally, slides 

were examined under a polarized light microscope 

for the detection of amyloid protein. 

         Statistical analyses were conducted using 

GraphPad Prism software version 6.0 (GraphPad, 

San Diego, CA). Data are presented as means with 

their standard error of the mean (mean ± SEM). 

Normality and homogeneity of the data were 

confirmed before ANOVA, and differences 

among the experimental groups were assessed by 

one-way ANOVA followed by Turkey’s test. A 

probability level of P<0.05 was, considered as 

statistically significant. 

 

3.RESULTS 

 

    Oral administration of BPA induced significant 

weight reduction (P<0.05) in the final body 

weight in comparison with the control group and a 

non-significant decrease in brain weight (Table 1).  

           Green tea extract at a level dose of 150 and 

300 mg/kg plus BPA were caused a gradient non-

significant decrease in final body weight and brain 

weight when compared with BPA or control 

group. Although the decrease was not statistically 

significant, the decrease in body weight induced 

by BPA was slightly improved by green tea in 

both dose levels, but still lower than the average 

value when compared with the control group.     

            The obtained results (Table1) revealed that 

brain MDA levels were significantly (P<0.05) 

increased in the BPA treated group when  

compared to the control group. Oral 

administration of green tea extract shows an 

obvious decreasing in the MDA brain level in a 

dose- dependent manner. The best lowering effect 

was seen in 300 mg/kg of green tea extract. 

       In contrast, BPA administration was 

significantly decreased SOD activities in rat brains 

when compared with the control group. The best 

results were seen with both doses 150 and 300 mg 

of green tea plus BPA. This increment was 

statistically significant (P<0.05) when compared 

with BPA group, while it was not significant when 

compared with the control group (table 1). 

  Histologically, BPA treatment induced several 

changes in the brain tissue (fig.1). There was 

congestion in the blood vessels with shrinkage and 

clot formation inside the blood vessels, hyaline 

necrosis in the cortex layer of the brain with 

gliosis (inflammation), pyknosis and 

disarrangement of Purkinje cells in the 

cerebellum.  In green tea dose levels 150 and 300 

mg/kg there was gradient improvement in the 

brain tissue depending on the dose used (fig. 2). 

  Congo red stained section under light microscope 

revealed the presence of pink and red plaques in 

BPA, which represents amyloid deposits. The 

plaques were seen in both cerebrum and 

cerebellum of the brain. While in green tea treated 

groups in both dose level 150 mg/kg plus BPA, 

there was a noticeable reduction in amyloid 

plaques which completely removed in the higher 

dose of green tea (300) mg/kg (fig. 3). 

 

Table 1.  Effect of different treatments on final body weight, absolute brain weight, SOD and MDA levels 

in the brain homogenate.   

Treatment 

Initial body 

weight(g) 

Final body 

weight(g) 

absolute brain weight(g) SOD (U/g) MDA(nmol/L) 

Control 221.8±15.79 275±7.36
 
 1.852±0.04 649±59.29

  
 36.38± 1.24

  
 

BPA 174.4±15.34 192±26.01
a
  1.484±0.11 383±30.79

a 
 47.55±1.10

a 
 

BPA+green 150 

mg 

218.2±13.44 

  

 239±13.77 

  

1.794±0.10 678±13.47
b 
 42.19±0.42

bc
 

BPA+green 300 

mg 

197.0±9.935 

  

251±21.52 

  

1.782±0.07 694±50.64 
c
 35.10±1.29

b
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Values are presented as mean ± SEM (n=5 animals/group)     

a) Significantly different from control group (BPA with control) at (P < 0.05) 

 b) Significantly different from BPA group 

c) Significantly different from control group (control with green tea groups) 

 

Figure 1. Cross section in the brain of control group. A1) normal cerebral cortex A2) normal cerebellum 

structure, granular layer (G), molecular layer (M), Purkinje cells layer (P), white matter (W). 
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Figure 2. Cross section in the brain of the BPA treated groups B1) Cerebrum shows odema (o), Blood 

vessels congestion (c), Hyaline necrosis (hn), Gliosis (g) (H&E 10X).   B2) Section in the cerebrum shows 

clot formation in the blood vessel (arrow). B3) Section in the cerebellum of BPA treated group showes 
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disarrangement and pyknosis of purkinje cells (H&E 10X). C1) Cerebrum of green150+BPA shows brain 

tissue improvement with slight gliosis and congestion in blood vessels (H&E 10X). C2) Cerebellum section 

shows preserved purkinje cells (H&E 10X). D1) Cerebrum section of green 300+BPA treated group shows 

normal cerebral cortex  (H&E 10X). D2) Cerebellum of green 300+BPA treated group shows normal 

purkinje cells (arrow) (H&E 10X).      
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Figure3. Cross section in the brain stained with Congo red stain 10X under light microscope. E1) Normal 

cerebellum with no amyloid deposition in control group. E2) Normal cerebrum cortex with no amyloid 

deposition in control group. F1) Focal extracellular amyloid deposition (arrow) in the cerebellum taken red 

color under light microscope in the BPA treated group. F2) Amyloid deposition in the cerebral cortex 

(arrow) and wall of blood vessels (arrowhead) in BPA treated group. G1) Cerebellum of green 150+BPA 

treated rats shows reduced amyloid deposition. G2) Cerebrum of green 150+BPA treated rats shows reduced 

amyloid deposition. H1) Cerebellum of green300+BPA treated group shows no amyloid deposition. H2) 

Cerebrum of green300+BPA treated group shows no amyloid deposition. 

 

4.DISCUSSION 

        In most cases, the etiology of BPA on the 

brain is completely known. Result of this study 

revealed a possible detrimental effect of BPA on 

the body and brain weight as compared to the 

control. The reduction in the body weight in BPA 

treated group may be related to the reduction in 

the rate of food consumption (lack of appetite); 

that may increase lipid mobilization and lipolysis  

 

to produce fatty acids in negative energy balance 

(Zechner et al., 2012). BPA has been known as 

xenoestrogen which works as a weak estrogen, 

that may alter the stimulating role of estrogen 

which may, in turn, increase the rate of lipolysis 

by suppressing food intake through a direct effect 

on the central nervous system (Negri-Cesi, 2015). 

These results concur with many previous results 

(2018, Perera et al., 2016). Elsewhere, some 

reports indicate that BPA stimulates weight 

gaining and cause obesity (Morgan et al., 2014). 
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         The improvement in the final body weight 

and brain weight by green tea extracts may be 

related to the presence of antioxidant compounds 

catechins (GTC), which comprise four major 

epicatechin derivatives; namely, epicatechin (EC), 

epigallocatechin (EGC), epicatechin gallate 

(ECG), and epigallocatechin gallate (EGCG), and 

the extraction with ethanol ensure the highest 

phenolic content of the green tea extract 

(Setyopratomo, 2014). Other reports suggested 

that green tea has a lowering weight effect (Chen 

et al., 2011). The explanation for this 

disagreement with our findings, the experiment of 

that research was made by using healthy rats; in 

our study the rats were intoxicated by BPA. 

Related to the antioxidant properties, food intake 

and energy balance was improved. Body weight 

improvement was better seen in the higher dose of 

green tea with BPA. Green tea is also containing 

Lipids, proteins, vitamin C, and minerals (Cabrera 

et al., 2003).     

         BPA induced oxidative stress in the brain of 

the treated rats. Oxidative stress related to the 

ability of BPA to accumulate in the brain because 

of its lipophilic action and increase oxidative 

stress by increasing the activity of 

acetylcholinesterase in cortical and hippocampal 

areas of the brain (Khadrawy et al., 2016). A 

recent study indicated that BPA increases the gene 

expression of stress response genes, which 

increase the oxidative response and cellular 

damage genes (Garcia-Espineira et al., 2018).  

Previous studies showed that BPA has adverse 

effects on several organs including the developing 

brain, recent study indicates that BPA disrupts 

neural differentiation in human-derived neural 

progenitor cells, potentially disrupting brain 

development (Fujiwara et al., 2018) those changes 

were supposed to be mediated by stimulating 

oxidative damage in different organs especially 

for the brain (Ke et al., 2013). An earlier study 

showed that BPA affects CNS function in rodent 

and its stronger in the prenatal stage, that may be 

because it is easier for BPA to cross the placental 

barrier and blood- brain barrier (Nishikawa et al., 

2010).    

   Our findings were shown that green tea extract 

was reduced oxidative stress in a dose dependent 

manner. Green tea extract enriched with 

polyphenols family (catechins) as it works as a 

chelating agent with high affinity for ions binding 

to reduce oxidative stress that mediated by low-

density lipoprotein (Yoshida et al., 1999, Galleano 

et al., 2010, Seeram et al., 2006). The effect of 

green tea extracts does not appear due only for its 

polyphenol content, but several signaling events 

on cell level may be responsible for their 

biological actions (Mandel et al., 2004).    

        BPA rat exposure lead to adverse effects in 

the brain histology, those effects include 

congestion and clotting in the blood vessels of the 

brain, that may be related to the alteration in the 

concentration of some ions in the blood that 

contribute in blood clotting process like calcium 

ions, this in turn, will increase blood clotting rate 

(Pal et al., 2017). Besides that, BPA induced 

disorganization of cerebellum layers, and 

condensation of Purkinje cells. The changes in the 

brain histology that been mediated by BPA related 

to the oxidative stress that induced by BPA, which 

lead to the formation of reactive oxygen species 

(ROS) that may cause inflammation and cell 

apoptosis, finally cause neural diseases like 

Alzheimer disease (Mandel et al., 2004). Effect of 

BPA on the brain may be the same of those 

appeared by using pesticides (Ismail, 2017), 

antidepressant drugs (Rasul et al., 2016), and other 

plasticizers like Di-n-butylphthalate (Chawsheen 

and Aziz, 2013  ). In contrast, green tea was 

improved brain tissue. That related to the positive 

effect of flavonoids that have been attributed to 

the fortification of neural functioning, stimulation 

of neuronal recovery, and increased blood supply, 

and improve memory in studies that used pure 

flavonoids extracted from different plants (van 

Praag et al., 2007, Nehlig, 2013, Swinton et al., 

2018).  

   BPA was accelerated toxic amyloid protein 

aggregation in the cerebrum, and cerebellum parts 

of the brain, obstruction in the blood vessels 

reduce brain blood supply, oxygen and energy and 

finally leading to beta- amyloid aggregation 

(Prasansuklab and Tencomnao, 2013). Low 

glucose supply to the brain induces different 

cellular pathways at a genetic level, resulting in 

overproduction of amyloid beta- protein (Bell et 

al., 2009). Increasing oxidative stress in the brain 

may be as a result of amyloid aggregation and cell 

damage (Behl et al., 1994). Our results come in 

agreement with previous studies on different 

organs. Gong et al. (2013) found that BPA 

increases the incidence of Diabetes type 2 by 
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increasing the accumulation of amyloid in 

pancreatic beta cells. A study conducted on the 

brain of offspring males BPA was found to 

increase amyloid precursor protein (Fang et al., 

2016b). That may be explained by the inhibition 

of membrane integral protease enzyme, that is 

responsible for the degradation of amyloid 

precursor protein (Baba et al., 2009).  

     Our data showed that green tea extracts 

reduced amyloid aggregation in the brain of the 

treated rats. That may be related to the inhibitory 

effect of green tea catechins for amyloid fibril 

formation (aus dem Siepen et al., 2015) (Rezai-

Zadeh  K et al., 2005). These results came in 

agreement with previous studies (Mereles et al., 

2008). The possible explanation that green tea 

catechins were worked in contrast with BPA by 

stimulating the alpha-secretase enzymes that are 

responsible for the transforming of amyloid 

precursor protein into non-amyloid protein rather 

than toxic beta - amyloid (Obregon et al., 2006). 

 

 CONCLUSION 
 BPA induced oxidative stress may be mediated 

by amyloid beta -protein accumulation. Green tea 

extracts ameliorate BPA neural changes by 

reducing oxidative stress and have a neuro-

protective effect against brain amyloid toxicity. 
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