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A B S T R A C T: 
   The prevalence of internet use and the volume of actual-time data created and shared on social media sites and applications have 

raised the risk of spreading harmful or misunderstanding content, engaging in unlawful activity, abusing others, and disseminating 

false information. As of today, some studies have been done on fake news recognition in the Kurdish language. For extremely 

resourced languages like Arabic, English, and other international languages, false news detection is a well-researched research 

subject. Less resourced languages, however, stay out of attention because there is no labeled fake corpus, no fact-checking 

website, and no access to NPL tools. This paper illustrates the process of identifying fake news, using two components of the 

dataset for fake news and actual news. Several classifiers were then applied to the quantity after using identifiers as a highlight of 

selection. Results of the proposed study demonstrated that Passive-Aggressive Classifier (PAC) outperformed the other classifiers 

on both datasets the dataset with an accuracy score of 93.0 percent and other classifiers were less in some percentage that show 

high accuracy as well since it is 90 percent. 
 
KEY WORDS: Fake News Detection, Kurdish Language, Machine learning, Classifiers, Passive-Aggressive.  

DOI: http://dx.doi.org/10.21271/ZJPAS.35.2.6 

ZJPAS (2023) , 35(2);48-57   .       

 

1.INTRODUCTION : 

 

Researchers from all over the world are 

very interested in how to categorize news items, 

posts, and blogs as legitimate or fraudulent. 

Several findings have been performed to 

determine the influence of fabricated and false 

news on the public and how people react to such 

news. Falsified news, sometimes known as 

fabricated pos newest, refers to any textual or non-

textual content that is phony and created to lead 

readers to believe untrue information (Khalifa et 

al., 2019). According to the writers of fabrication 

of information, there are three primary ways that 

users of social media networking sites consume 

news: Text is analyzed by computational 

linguistics, which systematically and semantically 

focuses on the origin of text. (multilingually). 
 

 

 

 

 

Since texts make up most posts, extensive effort 

has been done on their analysis (Abdulrahman et 

al., 2019). 

 

Multimedia is a single post incorporates various 

media types. This might consist of sound, 

video, pictures, and graphics. This is quite 

beautiful and draws people' attention without 

making them think about the content. By 

allowing the author of the post to cross-

reference to several sources, hyperlinks help 

build visitors' trust by attesting to the piece's 

genesis (Shu et al., 2017). Even embedding of 

images and cross-referencing to other social 

media networking sites are done in practice. 

The various categories of fake news by were 

defined by research that contacted (Oshikawa et 

al., 2020) and it will be represented in figure 1 

as the visual based, user based, etc.  
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According on how news represented inside a 

text, as well as how the unused characters such 

as (., $, %, *, !, and etc. ) as it represented in 

programming with the phrase of bad characters 

so in this stage most of the work will be related 

to the cleaning data and prepare it for training 

later to evaluate the proposed algorithm 

a(McEnery and Wilson, 2003). 

 
      Figure 1: Fake news types 

So as shown in figure 1 there are many styles of 

fake news types and specially with low 

resourced languages it would be hard to define 

and detect the news within the huge amount of 

data that produced every single minute through 

deferent channels starting with social network 

sites (Al-Rabeeah et al., 2019), non-licensed 

websites, TV, and streaming (Allen et al., 

2020). 

Social media's influence and penetration have 

significantly altered the reach of false 

information. Its reach has increased thanks to 

the development of intelligent devices and 

extremely affordable internet (Al-Rabeeah et 

al., 2017). Even the most inaccessible areas in 

different places have access to smart phones 

and the internet in low resourced language 

areas. Even though these facilities have many 

advantages, they originated at a cost in the form 

of the immediate spread of bogus information 

alongside verifiable information (Shu et al., 

2017b). The number of individuals use up 

social media and blogging has significantly 

amplified during the past twelve years 

(Ahmadi, S., Hassani., 2020). The amount of 

data that posts online are increasing day by day 

in the amount on comments, likes, blogs would 

increase the popularity of each published news 

if it is fake or real. (Khanam, Alwasel, Sirafi, & 

Rashid, 2021). fosters advancement in the fields 

of techniques and approaches in the veracity of 

these posts. There have been studies where 

phony news items have been automatically 

detected using machine learning. Additionally, 

only a few studies have used deep learning for 

automatic feature extraction in fake news 

detectors (Rodriguez et al., 2012). 

Tokenization is the process of identifying text 

segment boundaries in natural language 

processing (NLP). More specifically, word 

tokenization and sentence tokenization refer to 

obtaining the boundaries of words and phrases, 

respectively. So, a tokenization system, 

commonly referred to as a lexical analyzer or 

tokenizer, divides a string of letters into tokens, 

of words or sentences (Kaplan, 2005). 

 

2.RELATED WORK 

 

This section presents a thorough analysis to 

comprehend the success ratio in finding fake 

news on lesser-resourced languages such as 

Arabic and Urdu. This is because they are like 

the Kurdish language in terms of their 

orientation, which is from right to left.  

Authors of (Al-Yahya et al., 2021) show that 

transformer-based models perform better than 

neural network-based solutions, raising the F1 

notch from 0.83 (best neural network-based 

model, GRU) to 0.95 (best transformer-based 

model, QARiB), and increasing accuracy by 

16% in contrast to the finest neural network-

based solutions. Then, they list the major 

research flaws in Arabic FND and suggest 

potential research instructions. 

Furthermore, (Himdi et al., 2022) They develop 

a controlled machine learning prototype that 

classifies Arabic news articles centered on the 

authenticity of their framework to address the 

difficulties associated with news authentication. 

Additionally, they present the initial dataset of 

crowdsourced Arabic fake news pieces. They 

then develop a distinctive method of developing 

Arabic lexical wordlists and establish an Arabic 

Natural Language Processing program to 

accomplish textual characteristics extraction 

from the articles. The results of this 

investigation indicate enormous potential and 

superior performance compared to those of 

humans in the identical task (Veisi, H.,2020). 

An advanced novel work was pursued by (Azad 

et al., 2021) where several classifiers are 

applied to the quantity once utilizing TF-IDF as 
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a feature of variety. It includes two collections 

of news: the first set comprises crawling false 

news, while the second set contains text that has 

been altered from actual news. The results of 

the suggested research demonstrated that 

Support Vector Machine (SVM) outperformed 

the other methods on set 1 and achieved the 

maximum accuracy of 88.71 percent among the 

classifiers. 

Hence, in the Urdu language  (Humayoun, 

2022) One of the models that they used in their 

study to check the news if it is fake or real 

obtained a high score in F1 factor in measuring 

the performance of their algorithm Macro score 

of 0.6674, which was above average than the 

competition's second-highest score. 

Lemmatization, Support Vector Machines 

(polynomial kernel degree 1), and the selection 

of the top 20K features from a total of 1.557 

million features (which were generated by 

Word n-grams with n=1,2,3,4 and Char n-grams 

with n=2,3,4,5,6) were used to reach the result, 

The overall results show significant 

achievement in the study for low resourced 

languages.  

To illustrate the research gap that we are 

targeting in our study actually to try to build a 

system they can detect any type of news in low 

resourced languages, in this study we will focus 

on Kurdish language, hence there is limited 

researches has been conducted on Kurdish 

language due to the limited resource available 

online to use in this matter. 

 

3.METHODOLOGY 

 

3.1 In this section, the proposed system 

architecture and its components are outlined and 

briefly explained. The system architecture is 

shown in the subsequent section. 3.1 System 

Architecture. 

 

 
Figure 2: System Architecture 

 

 

 

 

3.2 System Components 

In this section the components of the 

system architecture are explained. 

3.2.1 Dataset  

As shown in the figure 3 the data were collected 

from different sources that authenticated for the 

real news and the fake news from Facebook 

social media platform.  
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             Figure 3: Data Collection process 

 

 

 

So, the process of collecting data is consisting 

of the following steps: 

1. Genuine Data collection: Manually, 6000 

pieces of genuine news were collected from 

six reputable and authorized Facebook sites 

in Kurdistan: Rudaw, K24, NRT, 

KNN,Kurdistantv and Kurdsat news. These 

pages covered topics such as finance, 

economy, health, politics, culture, sports, 

and technology such as this is an example 

of our real news dataset. 

 

 

 

 

Figure 4: Real News sample 

 

2.Fake data collection: Manually, 6000 pieces of 

fake news were collected from non-legitimate 

Facebook pages that match the below conditions 

to evaluate fake pages 

 The post's title isn't suitable for its subject 

concern. 

 It features an unreliable link. 

 An idealistic picture, and questionable 

sources. Such as this is an example of our 

fake news dataset. 
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Figure 5: Fake News sample 

 

3. After all the data were collected and labeled 

the fake news and real news were combined 

resulting the final dataset that we call it 

“RFkurdish” (shekhan eman 2022) that consists 

of 12000 sample of news mixed as 6000 reals 

plus 6000 fake.  

 

3.2.2 Data pre-processing   

In the pre-processing stage we will do the 

following 

Prior to feeding text data to classifiers, 

processing is essential in NLP to enhance the 

superiority of the text data by removing 

extraneous information. Kurdish Language 

Processing Toolkit KLPT (Ahmadi, 2020) was 

employed in this work to achieve the following 

goals: 

 

Data polishing, UTF-8 encoding, and 

standardization 

It is crucial to remove special characters like, 

@, percent, &..., URLs, words in other 

languages, emojis, and unnecessary spaces from 

text data in order to improve its excellence and 

assure the accuracy of statistical analysis in 

order to have a relevant analysis. then change 

the text's encoding to UTF-8. 

Tokenization 

The goal is to break up the news into a 

succession of single words divided by white 

space because textual materials in real language 

are typically constructed of long, convoluted, 

and deformed sentences. 

Removal of Stop Words 

 

Use a list of Kurdish stop words that contains 

240 stop words to get rid of unnecessary words 

like connectors, articles, and pronouns (Mustafa 

& Rashid, 2018). 

Stemming 

 Process sending a word to its root form or 

source to improve the implementation of text 

extraction. 

 

3.2.3 Feature Extraction 

Feature extraction is a significant stage to select 

the appropriate feature sets. Term Frequency-

Inverse Document Frequency (TF-IDF) has been 

used commonly in literature to transform the text 

into numerical values which can be fed to a 

machine learning model for processing. It 

provides insights about the less relevant and more 

relevant words in a document. It is considered a 

simple technique. 

3.2.4 Classifiers 

This stage of the system architecture, five 

machine learning methods are applied for 

predictive modelling. These five classifiers are 

Support Vector Machine (SVM), Decision 

Trees (DT), Naive Bayes (NB), Passive-

Aggressive Classifier (PAC), and Logistic 

Regression (LR). In this study those classifiers 

were proposed in order to eliminate classifier 

bias in predictive modelling by picking 

machine learning methods. So as a result, after 

we apply all the methods, we will choose the 

three highest accuracy classifiers to represent 

is it real or fake data in the same time showing 

different factors of each method to specify the 

efficiency of the work as shown in the result 

and discussion. 

3.2.5 Measurement factors    

In this section we will discuss the factors that  
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used to measure the performance of the 

classifiers in the proposed system.  

 

A. Accuracy: One parameter for assessing classification models is accuracy. The percentage of 

predictions   that our model correctly predicted is known as accuracy as shown in the equation. 

         
     

           
 

 

 

     Where TP is true positive, and TN is true negative, and FP is false positive and lastly FN is false 

negative 

 

B. Precision: is computed as the sum of true positives across all classes divided by the sum of true 

positives and false positives across all classes in an imbalanced classification issue with more than 

two classes. 

          
  

     
 

 
 

C. Recall: is measured as the sum of true positives across all classes divided by the sum of true positives 

and false negatives across all classes in an imbalanced classification issue with more than two 

classes.  

       
  

     
 

 

D. F1-score: By calculating the harmonic mean of a classifier's precision and recall, the F1-score 

integrates both into a single metric. It mainly used to compare the effectiveness of two classifiers. 

Assume classifiers A and B have higher recall and precision, respectively. 

      
                

                
  

 

 

     C. Support is representing the ability of using each algorithm with the datasets that we have. 

 

 

 

 

 

        
              

 
 

                      Rule X          Y                              
              

            
 

                                                                        
       

                     
 

 

 

Where X repented the true values and Y the false values and TP represented as True positive and TF 

represented as true false and FP as false positive and FN as false negative.

4.RESULTS AND DISCUSSIONS  

By using python Spyder to run our proposed 

model the outcomes of our experiment on 

 

utilizing the five classifiers on our dataset 

utilizing the accuracy, precision, recall, support, 

and F1 score metrics to assess the classifiers and 
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confusion matrix to show the percentage of each 

classifier as shown in figure 6. 

 

 
Figure 6: Confusion Matrix results 

And the memory used for running that process 

for check a sentence were 86% and execution 

time equal to 3 to 5 seconds with the following 

software version used (python 3.9.7) and 

hardware intel core i7 8
th

 generation and 8 GB of 

RAM. 

In the next figure 7we are showing a sample of 

how the proposed system will handle the data 

step by step and train it according to the 

percentage that we will specify in the code, the 

text the used for the test were as (  ەیورەگ  یکێرشێه
نایکراۆئ ەل سایدۆئ یشار  یکانییەوتەن گاۆک  رەس ۆب یکەمووش ) 

So, the trained data will be run first then will 

check the text if it is real or fake data.

 

 
Figure 7: Tokenized process 

 

Table 1. shows the performance evaluation of five classifiers in KLPT model on our dataset that includes 

fake news and real news. 

 

Table 1: Results of RFkurdish dataset when its fake 
Classifier  Accuracy Precision recall   F1-score  Support 

Logistic Regression: 0.91 0.99 0.83 0.90 335 

Naive-Bayes: 0.88 0.83 0.95 0.88 335 

Passive-Aggressive Classifier: 0.93 0.95 0.91 0.93 335 

Decision Tree: 0.90 0.91 0.88 0.90 335 

SVM Classifier: 0.91 1.00 0.83 0.91 335 

The table shows that the passive aggressive have 

the highest accuracy among the five classifiers 

with accuracy of 93% while the support vector 

machine and logistic regression both came in the 

second highest  as 91% and fourth Decision tree 

with 90% while at the end Naïve-Bayes with 

88% and when we check the second column we 

will see the highest precision is SVM but it’s less 

than the PAC in the other factors so cannot be 

considered as the top classifier in this case 

therefore the PAC as in average have the highest 

score in all the factors. 

Table 2 will illustrate the results when it’s True 

as 1 or real data. 
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Table 2: Results of RFkurdish dataset when its real data 
Classifier  Accuracy Precision recall   F1-score  support 

Logistic Regression: 0.91 0.85 0.99 0.92 332 

Naive-Bayes: 0.88 0.94 0.80 0.86 332 

Passive-Aggressive 

Classifier: 

0.93 0.91 0.95 0.93 332 

Decision Tree: 0.90 0.89 0.92 0.90 332 

SVM Classifier: 0.91 0.86 1.00 0.92 332 

The PAC classifier also dominated with the 

highest results almost in all factors rather than 

the accuracy, as shown in the second table. If we 

do comparison of our results with those of 

previous studies that have been done to detect 

fake news by using different datasets that were 

collected by them as the real data and for the 

fake were generated using python code, So, to 

make sure of our work performance we have 

used their dataset as they have shared it online 

and we have got the following results as shown 

in table 3. 

Table 3: (Azad et al., 2021) comparing the results  

Classifier  Acc

urac

y 

Accu

racy 

of 

our 

work 

Precisio

n 

Precision of our 

work 

 Recall Rec

all 

of 

our 

wor

k 

  F1-

scor

e  

F1- score 

of our 

work 

Logistic 

Regressio

n: 

0.8

8 

0.91 0.88 0.85 1.00 0.99 0.93 0.92 

Naive-

Bayes: 

0.8

8 

0.88 0.88 0.94 1.00 0.80 0.93 0.86 

Passive-

Aggressiv

e 

Classifier 

0.7

5 

0.93 0.86 0.91 0.86 0.95 0.86 0.93 

Decision 

Tree: 

0.5

0 

0.90 0.80 0.89 0.57 0.92 0.67 0.90 

SVM 

Classifier 

0.8

8 

0.91 0.88 0.86 1.00 1.00 0.93 0.92 

By testing the dataset on our code that they build it using a tool to retrieve news from social media sites and here is 

an example of their dataset in the figure 6 that they published online in Kaggle database, 
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Figure 6: sample of Azad dataset 

 

 

To highlight the improvement in our model than 

previous studies we achieved more accuracy and 

faster results with bigger amount of news as we 

mentioned earlier as 12000 fake and real news 

divided by half equally. 

For their proposed model they have test 30% of 

the data and 70% for training and they got the 

results accordingly as shown in the above table, 

we got the same result they got for the SVM and 

lower results for the other classifiers and that 

would be justified for the language different 

because there is different dialogs in the Kurdish 

language so this could be from the major 

challenges could face the researchers during the 

studies and the hardest thing to do is collecting 

the data from the internet as we mentioned 

earlier in this paper. 

5.CONCLUSIONS 

We created a framework utilizing the KLPT 

model and applied five different classifiers in 

this paper to discuss the use of various classifiers 

for detecting fake news in Kurdish. The results 

showed that the PAC classifier outperformed the 

other classifiers with 93% accuracy for the 

"RFkurdish" dataset, with the SVM and LR 

coming in second with 91%. Regarding 

identifying fake news in a language like Kurdish 

that has few resources, there are still a lot of 

unresolved issues and research gaps. In the 

future, we want to focus on using ensemble 

methods and sentiment analysis to spot fake 

news in the Kurdish language by building an 

online system that could be connected to live 

dataset that will be updated automatically be 

getting the news directly online from different 

platforms and in the same time compared it to 

check the news in very fast response system 

online on the spot. 
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