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A B S T R A C T: 

The pandemic of coronavirus COVID-19 has created a great danger and concern for humanity. Many researchers have done 

different types of work in this area to provide medical services. In this paper, we proposed a smart Covid-19 diagnosis system by 

using a Feed Forward Backpropagation Neural Network (FFBNN) and Probabilistic Neural Network (PNN). Based on personal 

information from patients such as (age, gender, contact with sick person) and five symptoms (headache, fever, cough, sore throat, 

and shortness of breath) for this purpose we used 510 samples that are collected from different sources, and then compared to 

previous studies. Results of this work showed that using FFBNN has achieved highest accuracy (98.0%), sensitivity (100%), 

specificity (94.4%), precision (97.1%), recall (100%) and F1-score (98.52%). But PNN that has accuracy, sensitivity, specificity, 

precision, recall, F1-score of 90.2%, 92.7%, 87.2%, 89.47%, 92.7% and 91.07% respectively. The most relevant features to 

positive Covid-19 were fever, shortness of breath, and cough with correlation coefficient of 0.591, 0.495 and 0.488.   
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1. INTRODUCTION:

The novel coronavirus disease (COVID-19) 

was first reported on December 31st, 2019 in 

Wuhan, Hubei Province, China. The outbreak of 

COVID-19 coronavirus, namely SARS-CoV-2 has 

created a calamitous situation throughout the 

world (Wu et al., 2020; Lu et al., 2020). The 

cumulative incidence of COVID-19 is rapidly 

increasing day by day. The World Health 

Organization (WHO) has declared the coronavirus 

outbreak as pandemic, while the virus is 

continuing to spread (Tuli et al., 2020). In 

December 6, 2021, a total of 266,215,281 

confirmed positive cases have reported in 222 

countries and 5,273,301 deaths have recovered 

[www.worldometers.info/coronavirus].  

 

 

 

 

 

 

 

According to Dashboard Coronavirus 

(COVID-19) in the Kurdistan Region 

[www.gov.krd/coronavirus-en/what-you-should-

know/] in 14/1/2022), four governorates have 

confirmed 386,863 positive confirmed cases, 

373,660 recovered cases and 7,158 deaths. 

Recently the outbreak of coronavirus has opened 

up new challenges for the research community 

worldwide. Covid-19 is considered a virus disease 

that patients observe many symptoms such as 

headache, fever, cough, shortness of breath, sore 

throat and may be other symptoms in some 

patients that cause death and 78.8% of patients 

need for respiratory support (Sudre et al., 2021). 

But likely according to study (Khozeimeh et al., 

2021) number of recoveries are more than the 

number of deaths and early detections may 

increase the chances of recovery and getting 

special treatments. 

The proven artificial intelligence (AI) methods 

can be useful for predicting the risks, parameters 

and effects of such an epidemic. These predictions 
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may help controlling and preventing the spread of 

some other diseases. The use of AI and machine 

learning technologies can minimise time, cost, 

human expertise and incorrect diagnosis. Artificial 

Neural Network (ANN) is a type of machine 

learning that works in a similar way to human 

brain. To solve medical problems, ANNs have 

extensively been applied and significantly used in 

the field of medicine. ANN has also used for the 

diagnosis and classification of various diseases 

(Ansari et al., 2011). A sophisticated system is 

needed to assist doctors in diagnosing diseases 

accurately and efficiently. In the last few years, 

ANN methods have successfully applied to predict 

various diseases, such as heart disease (Krishnn et 

al., 2021; Rufai and Umar, 2018), breast cancer 

(Saritas and Yasar, 2019) prediction, as well as to 

detect brain tumour abnormalities or normal brain 

(George et al., 2015). Prediction techniques have 

also proved to be useful in many healthcare 

applications. By calculating odd ratio and 

statistical analyses for all risk factors and reported 

symptoms, Zens et al. (2020) identified loss of 

smell, chills, fever, nausea and vomiting and 

shortness of breath as the top five strongest 

predictors of a COVID-19 infection. Prakash et al. 

(2020) determined that the age of 20-50 are most 

likely to become infected with COVID-19. The 

purposes of this paper are: 1) to use our dataset for 

the prediction of COVID-19 based on five 

symptoms and three person’s information such as 

age, gender, contact to sick person using two types 

of neural networks: The Feedforward 

Backpropagation Neural Network (FFNN), and 

the Probabilistic Neural Network (PNN); 2) 

perform a comparison between the networks we 

used, and 3) comparing the results with the 

previous studies that used the same data for the 

diagnosis and classification of COVID-19. Rest of 

the paper is organised into five sections: Section 

one presents the method and the material used for 

the prediction of the COVID-19 virus. Section 

two discusses the architecture of ANN used in the 

research. Section three provides the discussion on 

experimental results. Section four provides a 

comparison of the results with previous studies 

and Section five finally concludes the paper. 

 

2. MATERIALS AND METHODS  

2.1.  Use of Artificial Neural Network in 

different fields 

ANN is used to classify or predict different 

types of problems. In the medical field, Neural 

Network (NN) is used to predict different types of 

diseases. Vijayarani et al. (2015) used Support 

Vector Machine (SVM) and ANN for predicting 

four types of kidney diseases and they showed 

better ANN accuracy (87.70%) than SVM 

accuracy (76.32%). However, Rufai and Umar 

(2018) used ANN to predict coronary heart 

disease with accuracy of 92.2%. El_Jerjawi and 

Abu-Naser (2018) showed the accuracy of 87.3% 

when they used ANN to predict diabetes. 

Moreover, Saritas and Yasar (2019) showed that 

ANN is more powerful than the Nave Bayes for 

detection of breast cancer. While Krishnan et al. 

(2021) proposed a hybrid deep learning model for 

heart disease prediction using recurrent neural 

networks (RNN) in combination with multiple 

gated recurrent units (GRU) and long short-term 

memory (LSTM). Their results revealed that this 

model has an accuracy of 98.69%. 

2.2. Previous studies on COVID-19 

Tostmann et al. (2020) showed that anosmia 

and muscle ache are the strongest predictors by 

applying Lasso regression. Wu et al. (2020) used 

random forest (RF) method for identifying the 

patients who need quarantine and the accuracy of 

their method was 96.97% for the test set. Zhou et 

al. (2020) used SVM to predict the progression of 

illness severity based on measures during the first 

12 days, they also indicated that male patients 

were more likely to be infected with SARSCoV-2 

than female patients. However, Menni et al. 

(2020) performed a stepwise logistic regression, 

combining forward and backward algorithms and 

they showed that the strongest predictor was loss 

of smell and taste, which is specific to COVID-19. 

However, Zoabi et al. (2021) used gradient-

boosting machine model built with a decision-tree 

base-learner to predicted positive COVID-19 

infection in a Real-Time Polymerase Chain 

Reaction (RT-PCR) test. 

In this study we used ANN to predict Covid-

19 persons by knowing eight features such as 

gender, age, contact with ill person, cough, fever, 

sore throat, shortness of breath, as well as 

headache, by using a dataset of 510 samples 
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collected from different sources in Kurdistan 

region. For this purpose, we designed two 

different neural networks including feed forward 

backpropagation neural network and probabilistic 

neural network to determine which neural network 

is more powerful for determining correct Covid-

19 case by evaluating some of metrics like 

accuracy, sensitivity, specificity, recall, precision 

and F1-scoure. 

2.3. Data collection 

Samples from 559 persons were collected 

manually from different sources including online 

survey and two hospitals in Erbil City-Kurdistan 

region, including Lalav hospital and Zanco Health 

Centre. Data and information were taken from 

questionnaires completed by clinicians during 

case admission on Covid-19 wards from patients. 

In the online survey, we asked for eight quotations 

(gender, age, contact with a sick person, and five 

symptoms such as: fever, shortness of breath, 

headache, sore throat and cough) as well as we 

asked for the results of the COVID-19 test either 

positive or negative. The positive COVID-19 

cases were confirmed by Chest CT and RT-PCR 

tests in the hospital-approved laboratories. 

2.4. Data wrangling 

The 559 collected cases were cleaned and the 

duplicated rows were removed, thus only 510 

rows of data were remained without missing 

values (Table 1). Correlation was used to give 

information about the relationship between dataset 

features and offers an important information about 

the features and their influence on the target value. 

A value of near to 1 means positive correlation, 

but a value of near to -1 means negative 

correlation. The number of correlations in each 

feature is shown in Figure 1.  The dataset consists 

of nine columns with the data type being "Yes" or 

"NO", and numeric types. We also have 

categorical variables such as gender. Since the 

neural network model requires all the data that 

passes as an input to be in the numeric form, we 

performed label-encoding of categorical variables 

and for other Yes or No values as shown in Table 

2. 

 
Table 1: Description of our data and the percentages. 

Features 
Number of 

cases 
Percentage 

% 

Gender Male 258 50.6 

Female 252 49.4 

Age  (4-90)  

Contact with sick 
person 

Yes 254 49.8 

No 256 50.2 

Cough 
Yes 259 50.8 

No 251 49.2 

Fever 
Yes 268 52.55 

No 242 47.45 

Sore throat 
Yes 238 46.7 

No 272 53.3 

Shortness of 
breath 

Yes 193 37.8 

No 317 62.2 

Headache 
Yes 256 50.2 

No 254 49.8 

Covid-19 Test 
Positive 286 56.1 

Negative 224 43.9 
 

 

 
Figure 1: Number of correlation of features. 

 

Table 2: Labelling of data. 
Column Values (for categorical variables) 

Gender Male (1), Female (0) 

Age 
Contact with sick 
person 
Cough 

Number 
Yes (1), No (0) 
Yes (1), No (0) 

Fever Yes (1), No (0) 

Sore Throat Yes (1), No (0) 

Headache Yes (1), No (0) 

Shortness of breath Yes (1), No (0) 

COVID-19 Test Positive (1), Negative (0) 

 

2.5. Artificial Neural Network 

Artificial neural networks (ANN) is a popular 

machine learning technique which is inspired by 

the biological neural network in human brain 

(Bhardwaj and Tiwari, 2015). The common ANN 

type is Feed forward neural network which sends 

the weighted artificial neuron values as output to 

the next layer after processing with inputs from 

neurons in the previous layer (Bebis and 
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Georgiopoulos, 1994). Multilayer Perceptron 

(MLP) is an important class of feed forward 

neural network and the most widely used MLP 

training technique is the back-propagation 

algorithm which changes the weights between 

neurons to minimize the error. This quite good 

model in learning patterns and can easily adapt to 

new values in the data, but the system can show a 

slow convergence and has risk of a local optimum 

(Saritas and Yasar, 2019). 
 

2.5.1. Proposed Feed Forward Neural Network 

The one type of artificial neural networks is 

Feedforward neural network, since FFNN with a 

hidden layer, appropriate transfer function in the 

hidden layer and the sufficient neurons are able to 

estimate any function with an arbitrary accuracy. 

For this aim, we present a structure of FFNN 

modelling to predict the COVID-19 problem as 

seen in (Figure 2).  

 

 
Figure 2: Architecture of FFNN. 

 

In general, we have three kinds of layers, first 

layer is called input layer that get the raw data and 

fed to the network. Second layer is hidden 

layer(s): This layer's (or layers') function is 

dictated by inputs, weight, their connection, and 

the hidden layer (s). When a hidden unit needs to 

be activated the weights between input and hidden 

units was determined. The last layer is the output 

layer; the functions of the output unit depend on 

the activity and weight of the hidden unit and the 

connection between hidden units and output. The 

purpose of this experiment was to identify 

whether the person has Covid-19 or not. For this 

purpose, we used (nprtool) toolbox called Neural 

Network Pattern Recognition was performed to 

determine Covid-19 in Matlab 2019a software. 

Eight inputs in the input layer with one hidden 

layer, in the hidden layer used sigmoid transfer 

function and a softmax activation function in the 

output layer. To determine the number of neurons 

in the hidden layer several experiments were tried 

to choose 15 neurons in the hidden layer and we 

have two output neurons in the output layer, 

positive class and negative class. In the next step, 

the dataset is divided randomly into three sets as 

follows: 80% is used for training, 10% for 

validation that the network is generalizing and to 

stop training before overfitting. Furthermore, 10% 

is used as a completely independent network 

generalization test. The network trained with 

scaled conjugate gradient (SCG) Backpropagation 

algorithm. A cross-entropy was used to evaluate 

ANN performance. The minimum cross-entropy 

occurred at epoch 7 and was equal to 0.21115 the 

performance graph of ANN model (Figure 3). 

 

 
Figure 3: The performance graph of optimized FFNN 

model.  

 

2.5.2. Probabilistic Neural Network 

A probabilistic neural network was used for 

the prediction of COVID-19, which was 

performed by Matlab 2019a software. The PNN 

structure consists of a single hidden layer (radial 

basis layer) of locally tuned units which are fully 

interconnected to an output layer (Figure 4). In 

this system, the real-valued input vector is the 

feature vector, and the two outputs are the indices 

of two classes, positive and negative. All hidden 

units simultaneously receive the 8-dimensional 

real-value input vector. The input vector of the 
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network is passed to the hidden layer nodes via 

unit connection weights. The hidden layer consists 

of a set of radial basis functions (Figure 3). In this 

method, the data was randomly divided for 

training and testing into two separate sets, with 

80% for training and 20% for testing. A width or 

spread parameter is used as a global parameter 

that determines the width of the kernel. This is the 

only parameter used to optimize the performance 

of PNN (Ahmadlou and Adeli, 2010). In this 

work, the value of the spread is 1 get a good result 

of accuracy. After that, we test the network on the 

designed input vectors. 

 

 
Figure 4: Implementation of PNN for COVID-19 

prediction. 

 

2.5.3. Evaluation models 

For evaluation in this work, we used these 

metrics: accuracy, sensitivity, specificity, recall, 

precision and F1 score by using the equations (1-

6). It is worth mentioning that the number of false 

positives indicates FP and the number of true 

negatives indicates TN, while the number of true 

positives indicates TP and the number of false 

positives indicates FP (Patterson et al., 2021). 

 

2.5.3.1. Accuracy 

It is the metric used to determine how well a 

classifier work. 

 
Accuracy = (TP + TN) / (TP+TN+FP+FN) × 100 ……. (1). 

 

2.5.3.2. Sensitivity 

It calculates the proportion of positives that 

are truly identified. 

 
Sensitivity = TP / (TP + FN) × 100 ………… (2). 

 

2.5.3.3. Specificity 

It calculates the proportion of negatives that 

are truly identified. 

 
Specificity = TN / (TN + FP) × 100………………. (3). 

 

2.5.3.4. Precision 

The proportion of positive identifications is 

calculated by precision that are actually correct. 

 
Precision = TP / (TP + FP) × 100 ………………. (4). 

 

2.5.3.5. Recall 

It calculates the proportion of actual positives 

that were correctly identified. 

 
Recall = TP / (TP + FN) × 100 ………………… (5). 

 

2.5.3.6. F1-Score 

It is the harmonic mean of precision and 

recall that is the way of combining precision and 

recall. 

 
F1-Score = 2 × (precision × recall) / (precision + recall) 

…………… (6) 

3. RESULTS  

Based on the eight inputs: age, gender, 

contact with is ill persons, cough, fever, headache, 

shortness of breath, sore throat for classifying 

Covid-19 positive or Negative cases using two 

neural networks; the results showed that the 

classification obtained by FFBNN is more 

accurate than the PNN. Thus, FFBNN is more 

suitable for classification of Covid-19 data. As 

shown in Table 3, it is obvious that the obtained 

results during the present study by using FFBNN 

was better than the results obtained by using the 

other methods. So the accuracy was 98%, 

sensitivity was 100% and specificity was 94.4% 

by FFBNN model, whereas by the PNN model the 

accuracy was 90.2%, sensitivity was 92.7% and 

specificity was 87.2%.  

Furthermore, Figure 5 explains the results of our 

two models that used some metrics including 

accuracy, sensitivity, specificity, precision, recall 

and F1-Score. It is obvious that the achievement 

of FFBNN showed the highest accuracy, 

sensitivity, specificity, precision, recall and F1-

score with values of 98.0%, 100%, 94.4%, 97.1%, 

100% and 98.52% respectively when compared 

with PNN that has an accuracy, sensitivity, 

specificity, precision, recall and F1-score of 

90.2%, 92.7%, 87.2%, 89.47%, 92.7% and 

91.07% respectively. Moreover, the most relevant 

features to positive Covid-19 were fever, 
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shortness of breath, and cough with correlation coefficient of 0.591, 0.495 and 0.488.  

 

Figure 5: Comparison results of the proposed models. 

Table 3: Result of our models compared to previous studies.

 

Author Model Accuracy % Sensitivity% Specificity % Dataset 

Tostmann et al., 2020 Lasso regression - 91.20 55.6 
Symptoms 
questionnaire 

Zoabi et al., 2021 
Gradient boosting 
With decision tree 

- 87.3 71.98 WHO 

Wu et al., 2020   random forest (RF) 95.95 95.12 96.97 multiple sources 

Zhou et al., 2020 
SVM 
Threshold 0.45 

94.0 70.0 99.0 Clinical data 

Menni et al., 2020 
stepwise logistic 
regression 

- 65.0 78.0 
UK smartphone-
app reported data 

Our model 
FFBNN 
PNN 

98.0 
90.2 

100 
92.7 

94.4 
87.2 

Our dataset 

4. DISCUSSION 

In this research paper we used 8 input features 

that are described in Table 1 for the determination 

of positive or negative cases of COVID-19, the 

first model we used for pattern recognition, the 

feedforward backpropagation algorithm, could 

achieve better results. The accuracy of 98% in the 

test set means that the model was able to 

accurately identify most cases, and sensitivity of 

100% means that the model could identify all 

cases that have positive COVID-19 test. 

Moreover, the specificity of 94.4% identifies the 

true negative, and the F1 score is a harmonic mean 

between precision and recall. This score takes 

both false positives and false negatives into 

account with a value of 98.52%. The second 

proposed model, PNN, could achieve an accuracy 

90.2% less than the first model, and the sensitivity 

of 92.7%, but the specificity was 87.2%. The first 

model is more powerful than PNN in all metrics 

that evaluated by our model. By using lasso 

regression with seven symptoms by the authors 

Tostmann et al. (2020), they got a sensitivity of 

91.2%, which was less than both of our models 

(Table 3), while the value of specificity was 

55.6%, which is very low in comparing with our 

two models. Another difference is fever, in which 

the study showed that fever is not the strongest 

predictor of positive COVID-19 test, while in our 

study the most related symptom to indicate a 

positive COVID-19 test was fever with a value of 

correlation of 0.591. Also, the FFBNN model in 

terms of accuracy and sensitivity is better than the 

Random Forest that was used by (Wu et al., 2020) 

to know which patient need quarantine. The RF 

was able to achieve a good result, with 95.95% 

accuracy and 95.12% sensitivity, but in terms of 

specificity, the RF could achieve a higher score 

than the first model, with 96.97%, while the result 

of our PNN is less than the RF in all three metrics 

(Zhou et al., 2020). SVM could achieve an 
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accuracy of 86% in the test set, which was less 

than the present two models, but sensitivity was 

70% and specificity was 99%. There was a great 

difference between the values of specificity and 

sensitivity, which means that 30% is wrong in 

identifying true positives, and this is a high 

percentage. But in terms of specificity, it was 

higher than in both models, and they used 0.45 as 

a threshold value, whereas in our study the 

threshold value was 0.5. Moreover, Menni et al., 

(2020), determined that loss of smell and taste is 

more associative with COVID-19 by using 

logistic regression, but in our study, loss of smell 

and taste doesn’t have this feature, but fever has a 

greater value of correlation, 0.591, indicating that 

there is more relation to COVID-19 in our study 

than in logistic regression. The sensitivity and 

specificity of our two models were greater than 

the logistic regression. The difference in Zoabi et 

al.'s (2021) work was age features that are used as 

a binary data > 60 indicates yes, otherwise no, 

while in our data age is a number and the 

performance in their model was less than our two 

models in terms of sensitivity and specificity 

(87.3% and 71.98%). 

 

 

5. CONCLUSIONS  

In this study, we concluded that FFBNN, in 

terms of accuracy, sensitivity, specificity, and F1-

score, showed a good result when compared to 

PNN, which makes this model able to select the 

Covid-19 cases with 98% accuracy. To make it 

positive or negative, PNN could test COVID-19 

with an accuracy of 90.2%. Furthermore, this 

study was conducted on 510 data points, so if the 

study was conducted on grater data set, it may 

possibly show better results. This model can 

become an assistant doctor's tool and provide 

quick help for the doctor to select whether the 

patient has COVID-19 or no, and this will be a 

good service for the health and medical field. 
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