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A B S T R A C T: 
      Indoor place recognition is a crucial and challenging field of computer science. It is widely used in robotics and computer 

vision for various applications. The challenges in indoor place recognition comes from the fact that recognizing localized places 

like office, corridor, and others may fall under various environmental effects of weather, illumination and others. In this paper, an 

indoor place recognition and localization system is proposed. The system utilizes the great recognition capabilities of 

Convolutional Neural Network (CNN) and AlexNet with the use of feature image for training. The feature images are constructed 

using Histogram of Gradient (HOG). The main contribution of this work is the use of 2D feature constructed image from HOG 

instead of the scene image used with CNN. The proposed system was compared to other previous systems, in which, it achieved 

better recognition accuracy when tested on COLD and IDOL standard indoor image datasets. 
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1.INTRODUCTION : 

 

Place recognition can be described as a technique 

that allows robots to determine if a captured image 

of a place has been visited before or not (Bai et 

al., 2018). Actually, robots must be capable of 

working in entirely various places, under many 

different environmental conditions (Mancini et al., 

2018).  

To realize long term autonomy and localization, 

specific problems in the area of changing 

environments must be treated. These 

environmental changes may include illumination 

changes, weather and point of view, which impact 

the accuracy of place recognition(Kumar et al., 

2017). 

 

 

 

 

 

 

 

          Despite of many researches proposed for the 

reinforcement of  place recognition, enhancing 

reliability and accuracy of place recognition, but 

still it’s a challenging issue that needs an optimum 

solution (Kumar et al., 2017). Place recognition 

techniques traditionally depend on representing 

images visual content by utilizing local features, 

like SURF (Bay et al., 2006), SIFT (Lowe, 2004) 

or by means of  “Bag of visual Words (Bovw)” 

model(Kenshimov et al., 2017). In computer 

vision, after the remarkable successfulness of deep 

learning, the focus of place recognition studies has 

lately changed from using conventional 

handcrafted features like SURF or SIFT  to more 

generic features based on deep learning (Chen et 

al., 2017b). 

 

Deep learning can be described as a particular 

branch of machine learning that utilizes multiple 

layers that consist of nonlinear transformation 

units (Chollet, 2018) one of the networks used for 
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deep learning is Convolutional Neural Network. 

CNN is categorized as a deep learning model (Li 

et al., 2011). CNNs involve a large number of 

layers as Compared to original neural networks 

(Tobías et al., 2016). Convolutional neural 

networks are attaining significance in various 

tasks (Lopez-Antequera et al., 2017) like 

affordance prediction (Porzi et al., 2016), object 

classification (He et al., 2016) and depth 

estimation (Xu et al., 2017). 

A basic convolutional neural network and 

AlexNet are presented in this work to perform 

place recognition under several illumination 

conditions such (cloudy, sunny and night) for 

training and testing both models. Two commonly 

available datasets, COLD and IDOL, are utilized 

for this purpose. HOG and SIFT were utilized 

with both networks for calculating the accuracy of 

recognition. The proposed modification and 

contribution of the work is achieved by 

transforming the Hog and Sift feature vector into 

2D vector for CNN training. The organization of 

the research paper is in this order: Section 2 

represents the related works. Section 3 introduces 

work steps, feature extractors and the networks 

that have been utilized. Section 4 introduces the 

results and comparison results that have been 

achieved in this research work. Finally, Section 5 

illustrates our conclusion.   

 

2. Related works 

Place recognition has been focused on by many 

researchers and a huge number of works have 

done in this field. FAB-MAP by (Cummins and 

Newman, 2008) was one of the earliest works 

which proposed the utilization of Bag of words in 

place recognition. In their work, depending on the 

appearance of every position, suggested the 

probabilistic way of place recognition. 

(Park et al., 2018) Presented a light-weight visual 

place recognition which is depending on CNN. 

The presented architecture is particularly designed 

for mobile robots which supplied with embedded 

systems. The architecture has a fewer filter and 

five convolutional layers. According to the 

computational time and accuracy in custom and 

KTHIDOL2 datasets, the results outperformed the 

traditional algorithms based on CNN approaches. 

 

Researchers in (Lopez-Antequera et al., 2017) 

proved that the task of place recognition can be 

solved better by training a network 

discriminatively. They trained CNN under 

appearance changes like seasons, weather, point of 

view and time of day. For training CNN, they 

utilized triplet-based learning schema to place 

images in a low dimensional space. Such that, 

where small Euclidean distances are delegating of 

place sameness and conditions are demanding. 

They claimed that their presented network 

outperformed all general methods. 

A new approach was suggested by (Kenshimov et 

al., 2017) which addresses the issue of the cross-

season place recognition.  It has the ability to raise 

the robustness of cross-season place recognition. 

It creates an image descriptor of lower 

dimensionality through deleting the activation of 

filters which correlates to environmental 

variations. Then, to extract the entire output of an 

intermediate layer of CNN.     

For treating domain generalization in the state of 

semantic place classification, a new version of a 

deep learning model introduced by researchers in 

(Mancini et al., 2018). They built CNN 

architecture with added layers of weighted form of 

batch normalization. The architectures were 

AlexNet and ResNet. They tested the architecture 

on COLD dataset with various illumination 

conditions like sunny, night and cloudy. Their 

experimentations proved that using the new WBN 

layers on visual place recognition benchmark, 

achieved a better accuracy of place categorization. 
 

3. Materials and methods: 

Indoor Place recognition using extracting features 

then analyzing and recognizing them is a common 

method in the field. The proposed system uses 

CNN and AlexNet with Hog features. The whole 

process has been illustrated in Figure 1. The 

following subsection detail each of the proposed 

framework steps. 
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                            Figure 1: The whole process of proposed work 

 

3.1.Pre-processing: 

Images were imported from the COLD and IDOL 

datasets which are RGB images of size 640x480 

pixels and 309x240 pixels respectively. Then 

these images were converted to grayscale images 

for next step of feature extraction. 

3.2. Feature extraction: 

In this section, feature extraction methods which 

have been utilized in this work such as HOG 

(Dalal and Triggs, 2005) and SIFT (Ledwich and 

Williams, 2004) with soft assignment of BOW, 

are discussed. 

 

The following sections explain these methods. 

3.2.1. Histogram of Oriented Gradient 

(HOG): 

 HOG is among the widespread features suggested 

by (Dalal and Triggs, 2005). The fundamental 

concept beyond HOG features is that appearance 

and local object shape inside an image can be 

described by the distribution of edge trends or 

intensity gradients. HOG partitions the image into 

small joint regions, named cells, and for every 

cell, it combines a histogram of gradient trends for 

the pixels inside the cell. Every pixel within the 

cell throws a weighted vote for an orientation-

based histogram channel based on the values 

found in the gradient computation. The histogram 

channels are equally publishing over 0 to 180 

degrees. The feature vector was represented by the 

integration of these cell histograms (Ren and Li, 

2014). After generating feature vectors from HOG 

which has been produced nx1 feature vector, then 

the feature vector is horizontally stacked a column 

vector n times to generate a square matrix to be 

ready for input to both models. Figure 2 illustrates 

our contribution to HOG.   
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Figure 2: Process of converting HOG feature vector to a square matrix 

 

 

 

3.2.2. Scale invariant feature transform 

(SIFT): 

SIFT can be defined as one of the widely 

utilized local visual descriptors. It includes 

two steps in which, the first step, is about 

feature detection of images, the second step 

describes the extracted features (Sykora et 

al., 2014). SIFT  detector is strong and stable 

to rotations, scaling, translation and partly 

stable to illumination variations and 

viewpoint of the camera (Mansourian et al., 

2015). There are four stages in the 

algorithm. First, the images are checked 

under different octaves and scales for 

insulating image points that are different 

from their environments these points are 

defined as extreme points. Thereafter, points 

badly placed on an edge plus points which 

have low contrast have been removed 

(Mansourian et al., 2015). After this 

depending on local image properties a stable 

orientation is appointed to the key points. 

The keypoint descriptor usually utilizes a set 

of 16 histograms. This is placed in a 4x4 

grid and each grid has 8 orientation bins. 

There is one for every of the major compass 

trends and for every central-points of these 

trends. This generates a feature vector which 

includes 128 items. Figure 3 shows 

generating keypoint descriptor (Lowe, 

2004). 

 

 

 

Figure 3: Generation of keypoint descriptor (Lowe, 2004) 
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3.2.3. Bag of Words (BOW): 

BOW is defined as one of the most common 

representation ways for object classification. 

The basic concept behind it is to quantize 

every extracted key point into one of the 

visual words, and after that, every image will 

be represented by a histogram of visual 

words. For creating visual words, the mostly 

utilized clustering algorithm is (K-means) as 

shown in Figure 4 (Zhang et al., 2010). 

 

Figure 4: Steps for constructing bag of word 

 

3.3. Convolutional Neural Network (CNN): 

Feature vectors which are obtained from feature 

extractors are converted to a square matrix then 

passed as input to the CNN. After the localization 

process by CNN, the next frames will be read 

from the live images thereafter returning back to 

the feature extraction step to compute features for 

new frames. In this work, for training a CNN from 

scratch, 15 layers are used. These layers are 1 

input layer, 3 convolutional layers with the filter 

size of 3x3, 2 max pooling layers, 3 batch 

normalization layers, 3 rectified liner unit layers, 1 

fully connected layer, 1 softmax layer and 1 

classification layer.  

The following are the description of the layers:  

 

3.3.1. Input layer:  

It is the first layer which takes images and resizes 

them for passing it into the next layers (Sharma et 

al., 2018). 

3.3.2. Convolution layers:  

Convolution layers are distinguished through 

filter values. For each layer, there are 

multiple convolutions with a stable size also 

every kernel with a stable stride applied over 

the complete image (Tobías et al., 2016). 

Here the features of images will be found 

and then passed into the pooling layer 

(Sharma et al., 2018) Equation(1) represents 

the convolution operation  (Chen et al., 

2017a): 

 

      (     ∑         )                 (1) 

      is the j-th output map and      is the i-th input 

map,     represents the convolution kernel 

between j-th output map and the i-th input map 

also * represents the convolution operation. 

 

3.3.3. Max Pooling Layer:  

This layer takes the big sized images and 

shrinks them down while keeping the most 

significant information in them. From every 

window, it retains the maximum value; it 

keeps the finest fits of every feature in the 

window (Sharma et al., 2018). The operation 

of max pooling is illustrated in Equation (2) 

(Chen et al., 2017a). 

 

 

 

     
      

                        
        (2) 
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Every activation 
  

    
  in the i-th pooling map 

      
     

   

pools above        non overlapping region in the 

i-th input map 
      
   

  . 

 

 

3.3.4. Rectified Linear Units Layers (ReLU): 

 Each negative number of the pooling layer will be 

changed with zero. This layer is utilized after the 

convolution layer, which aids the CNN to remain 

mathematically steady (Sharma et al., 2018). It is 

represented by Equation (3) below (Tobías et al., 

2016): 

                                               (3)       

                            

3.3.5. Batch normalization layer: 

 It is another layer that can be placed in the 

architecture of the model, such as a convolutional 

or fully connected layer. It supplies an 

introduction for input feed-forwarding and 

calculating gradients with regard to the parameters 

(Schilling, 2016). 

 

3.3.6. Softmax layer:  
Generally, deep learning provides a solution 

for classification problem, by utilizing a 

function of softmax as their classification 

function (final layer). The function of 

softmax identifies the discrete probability P 

allocation for K classes. This can be 

indicated by ∑    
     (Yosinski et al., 

2014). 

If   be as the activation, and   be as its 

weight parameters at the softmax layer, then 

o can be represented as input to the softmax 

layer, 

.      ∑        
                                      (4) 

Consequently 

       
        

∑         
   

   

                                  (5) 

Hence, the predicted class would be                
  

        
                 

                     
                                         (6) 

 

 

  

 

3.4. AlexNet:  

AlexNet is a vastly utilized CNN architecture 

(Tobías et al., 2016). For this work, basic AlexNet 

architecture is used which is pre-trained on 

ImageNet (Deng et al., 2009). The network 

includes 3 fully-connected and the collection of 5 

convolutional layers. The latest FC layer is linked 

to the softmax layer resulting in 1000 class. For 

complete experiments on AlexNet in this work, 

the inputs which are obtained from replicating 

feature vectors are rescaled to 227x227x3.This 

will fit the feature vector into the network. In 

addition, the latest fully connected layer are fine-

tuned to output 5 classes instead of 1000 as this 

paper has five classes used from each of COLD 

and IDOL datasets. Fine-tuning (Yosinski et al., 

2014) means utilizing a formerly trained network 

as the starting of the training step, for a given task 

and training datasets (Tobías et al., 2016). Figure 

5 presents the architecture of pre-trained AlexNet. 
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                                Figure 5: AlexNet architecture (Han et al., 2017) 

 

4. Results and Discussion 

In the proposed work, for calculating recognition 

accuracy, CNN and AlexNet have been used with 

two feature extractor methods HOG and SIFT. 

They both were applied to two common datasets 

COLD and IDOL. 

COLD stands for Cosy Localization Database 

which includes three autonomously gathered sub-

datasets (COLD-Freiburg, COLD-Ljubljana and 

COLD Saarbrucken) collected from three distinct 

interior laboratory environments using different 

robots. The COLD database is a typical testbed for 

evaluating the robustness of place recognition 

algorithms and localization. It is captured 

according to the dynamic and categorical changes 

established by human activity and illumination 

changes (Pronobis and Caputo, 2009). Figure 6 

presents some images from the COLD database. 

IDOL is an abbreviation which points to an Image 

Database for Robot Localization. The database 

includes 24 image series obtained by utilizing two 

moving robot platforms.  The acquisition was 

carried out inside an interior laboratory 

environment which contains five rooms of various 

employments (corridor, two-person office, one-

person office, printer area, and kitchen). 

Moreover, it was acquired under different 

illumination changes such as night, sunny and 

cloudy (Luo et al., 2006). Figure 7 presents some 

images from IDOL database. 

 

For the COLD dataset when CNN utilized with 

SIFT gets higher recognition accuracy in the 

COLD night images which is 94.77%. Also, 

AlexNet with SIFT achieves higher accuracy in 

the COLD night images with accuracy of 92.47%. 

The results show that CNN has better accuracy 

than AlexNet as shown in Table 1. 

For improving the accuracy of recognition, HOG 

has been used with both CNN and AlexNet. In the 

COLD dataset, CNN with HOG achieved higher 

accuracy in COLD cloudy images of about 

98.36%, and for AlexNet by using HOG features 

achieves more accurate results in COLD night 

images which are 97.07%. These results are 

shown in Table 2. The results show a noticeable 

improvement in the recognition accuracy by using 

HOG rather than SIFT. Furthermore, for the IDOL 

dataset, CNN with HOG achieves higher accuracy 

for Idol night images of 97.31%. Also, for 

AlexNet with HOG in the same dataset gets higher 

accuracy for Idol night images of 95.03%. The 

results are presented in Table 3.  

 

The achieved results of AlexNet by using HOG 

for the COLD dataset is compared with the work 

of (Mancini et al., 2018) for place recognition. In 

the work of Mancini et al. a batch normalization 

(BN) layer was added after each fully connected 

layer of Alex Net, but in the proposed work base 

AlexNet has been used and achieves higher 

accuracy for COLD night images it achieved 

better results as average of accuracy which is 

96.13% compared to Mancini et al average 

accuracy of 94.6%. These are for the COLD- 

Freiburg group as shown in Figure 8. 

Moreover, the proposed work added BN layer 

after each convolutional layer of base AlexNet 

with HOG features. The proposed setup was 

compared with the work of Mancini et al, which 

added the BN layer after each fully connected 

layer. The proposed AlexNet using BN layer gave 

a better accuracy for both COLD sunny and 

COLD night images and obtained better results 

with average of accuracy of 97.38% compared to 

Mancini work of 94.6% average of accuracy. As 

shown in Figure 9. These implementations are 

only for the COLD Freiburg group. The proposed 

CNN+HOG was compared with the work of 

(Mancini et al., 2017) which integrates CNN with 

Naive Bayes Nearest Neighbor (NBNN) model in 

the COLD-Freiburg dataset. The results showed 

that the proposed CNN achieves higher average 

accuracy than the work of Mancini et al., 2017. 

This is illustrated in Table 4.Finally, the proposed 

Alexnet+HOG and CNN+HOG were compared 

with the (ResNet + BN) and (ResNet+ Weighted 

BN (WBN)) by Mancini et al., 2018 applied to 

COLD-Freiburg dataset. The proposed work 

outperforms ResNet network which presented in 

Table 5. 
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Figure 6: Images under different illumination from Cold dataset (Pronobis and Caputo, 2009) 

 

              Figure 7: Sample images from Idol dataset with various Illuminations (Luo et al., 2006) 

 

 

 
 

Figure 8: Comparing results for applied (AlexNet by utilizing HOG) and (AlexNet with  BN  layer) in (Mancini et al., 

2018) for Cold-Freiburg. 
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Figure 9: Comparing results of proposed (AlexNet  with BN layer) and (AlexNet with BN layer) in (Mancini et al., 2018) 

for Cold-Freiburg. 

 

 

 

           Table 1: Recognition accuracy of CNN and AlexNet by utilizing SIFT in COLD dataset 
 

 

 

 
 

 

               

 

 

 

 

 

 

 

Table 2: Recognition accuracy of CNN and AlexNet by utilizing HOG in COLD dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

               Table 3: Recognition accuracy of CNN and AlexNet by utilizing HOG in IDOL dataset 
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(Mancini et al., 2018) AlexNet+BN proposed  AlexNet+BN

 

SIFT with model  

 

COLD  

cloudy 

 

COLD 

sunny 

 

COLD 

night 

SIFT + CNN 88.49% 92.25% 94.77% 

SIFT + AlexNet 86.58% 86.75% 92.47% 

 

HOG with model  

 

COLD  

cloudy 

 

COLD 

sunny 

 

COLD 

night 

HOG + CNN 98.36% 98.25% 97.49% 

HOG + AlexNet 95.07% 96.25% 97.07% 
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               Table 4: Results of comparison of proposed (CNN + HOG) with (CNN + NBNN) 

  

 

 

 

 

 

              Table 5: Results of comparison of proposed CNN, AlexNet with ResNet (Mancini et al., 2018) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Conclusion 

In this research paper, CNN and AlexNet have 

been used for indoor place recognition and 

localization. This work attempted to find out the 

accuracy of recognition of two models applied to 

two common datasets (COLD and IDOL) under 

different illumination conditions such as cloudy, 

night and sunny. The results on these two datasets 

demonstrated that the proposed CNN with HOG 

features significantly outperforms the AlexNet. 

Further, when comparing AlexNet result with the 

work of Mancini et al., 2018 it demonstrated its 

superior performance in getting better results in 

terms of accuracy average. Moreover, the 

proposed CNN+HOG is compared with 

CNN+NBNN Mancini et al.,2017 in COLD-

Freiburg dataset that shows proposed CNN 

outperforms CNN+NBNN. Finally, CNN+HOG 

and proposed (AlexNet+BN with HOG) are 

compared with the CNN architecture (ResNet with 

(BN and WBN)) in Mancini et al., 2018 which 

showed the proposed networks achieve higher 

accuracy average for recognition than of ResNet.   

 

 

HOG with model  

 

IDOL  

cloudy 

 

IDOL 

sunny 

 

IDOL 

night 

HOG + CNN 96.51% 97.09% 97.31% 

HOG + AlexNet 93.68% 92.84% 95.03% 

 

Method 
 

Average accuracy on 

COLD-Freiburg 

 

CNN with NBNN(Mancini et 

al., 2017)  

 

95.2 

 

Proposed CNN with HOG 
 

98.03 

 

Method 
 

Average accuracy on 

COLD-Freiburg 

ResNet + BN (Mancini et al., 2018) 90.2 

ResNet + WBN(Mancini et al., 2018)  

 

91.33 

Proposed (AlexNet + BN) with HOG 97.38 

 
Proposed CNN with HOG 98.03 
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